Lecture 11: Convergence modes and stochastic orders

c=(c,....ct) ERE, ||, = (2?21 ;| > 0.
If r > 1, then ||c||, is the L,-distance between 0 and c.
When r =2, ||c]| = [|¢|l2 = Ve

Definition 1.8. Let X, X, X5, ... be random k-vectors defined on a probability space.
(i) We say that the sequence {X,,} converges to X almost surely (a.s.) and write X,, —,, X
if and only if lim,, ., X,, = X a.s.
(ii) We say that {X,} converges to X in probability and write X,, —, X if and only if, for
every fixed € > 0,

Jim P (]| X, — X[| > ¢) =0.

(iii) We say that {X,,} converges to X in L, (or in rth moment) and write X,, —, X if and
only if

lim BJLX, — X[ =0
where r > 0 is a fixed constant.
(iv) Let F, F,, n = 1,2,..., be c.d.f.’s on R* and P, P,, n = 1,..., be their corresponding
probability measures. We say that {F,,} converges to F' weakly (or {P,} converges to P
weakly) and write F,, —,, F' (or P, —,, P) if and only if, for each continuity point = of F,

lim F,(z) = F(z).

n—~o0

We say that { X} converges to X in distribution (or in law) and write X,, —4 X if and only
if FXn —w Fx.

—as., —p, —L,.. How close is between X, and X as n — oo?
Fx, — Fx: X, and X may not be close (they may be on different spaces)

Example 1.26. Let 0, = 1 +n~! and X,, be a random variable having the exponential
distribution E(0,6,) (Table 1.2), n = 1,2,.... Let X be a random variable having the
exponential distribution £(0,1). For any x > 0, as n — o0,

Fx, () =1—e%" o1 —¢e® = Fyx(x)
Since Fx,(z) =0 = Fx(x) for x <0, we have shown that X,, —4 X.

Xy —p X7

Need further information about the random variables X and X,,.

We consider two cases in which different answers can be obtained.
First, suppose that X,, = 6, X (then X, has the given c.d.f.).

X, — X = (0, —1)X = n~'X, which has the c.d.f. (1 — e )]}y ().

P(X,—X|>¢)=e"—0

for any € > 0. (In fact, by Theorem 1.8(v), X,, =45 X)
Since E|X,, — X|P =n"PEX? < oo for any p > 0, X,, —, X for any p > 0.
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Next, suppose that X,, and X are independent random variables.
Since p.d.fs for X,, and —X are 0, e=%/%" [y o) () and €*I(_ (), respectively, we have

P(|X,—X|<e¢e) = /_ /Hgle_x/e”ey_xl(ovoo)(x)I(_OO@)(y)dzdy,

which converges to (by the dominated convergence theorem)

/_l / e e " 110,00) (2) [ —oo ) (y)dxdy =1 — ™.

Thus, P (| X, — X| > €) — e > 0 for any € > 0 and, therefore, X,, —, X does not hold.

Proposition 1.16 (Pdlya’s theorem). If F,, —,, F and F is continuous on R¥, then

lim sup |F,(x) — F(z)| = 0.

0 peRE

Lemma 1.4. For random k-vectors X, Xy, Xs,... on a probability space, X,, —., X if and
only if for every € > 0,

Jim P ( 0 {10 - x| > e}) 0. 1)
Proof. Let A; = U2, N, {[| X — X[ <ji7'} =12, ...
Then -

) Ay = {w Jim Xa(w) = X())

j=1

By Proposition 1.1(iii),

peay = Jiy P ( A 00— x1<573) = 1= (O (1% - X1 > 57

n—oo
m=n m=n

(1) holds for every € > 0 if and only if P(A;) = 1 for every j, i.e., P(N32,4;) =1

P 2 P A) =1-P(U 4) 2 1- 3 P(A)

j=1

Lemma 1.5. (Borel-Cantelli lemma). Let A,, be a sequence of events in a probability space
and limsup,, A, = N5, UX_ A,,.

(i) If >0°, P(A,) < oo, then P(limsup,, A,,) = 0.

(ii) If Ay, As, ... are pairwise independent and 7, P(A,) = oo, then P(limsup, 4,) = 1.
Proof. (i) By Proposition 1.1,

P<limsupAn> :P<ﬂ U Am> :Jgp(U Am> < lim > P(4,) =0

n—oo n=1m=n

if %0 P(A,) < oo.



(ii) We prove the case of independent A,,’s.

POmaonzig&P<U/%>:1—£$f%ﬁ]A;>:1—£%]1Pu@)

n—00 m—n

n+k n+k n+k n+k
I Peas) = 10 - P < 1T est-Pian) = exp{— 5 P(Am>}

m=n m=n m=n

(1—t <e ' =exp{t}). Letting k — oo,

[T Ptz = i 1T Peas) <o {- = Plan} o

See Chung (1974, pp. 76-78) for the pairwise independence A,,’s.
The notion of O(-), o( - ), and stochastic O(-) and o( -)

In calculus, two sequences of real numbers, {a,} and {b,}, satisfy a, = O(b,) if and only if
la,| < c|b,]| for all n and a constant ¢
a, = o(b,) if and only if a, /b, — 0 as n — oo

Definition 1.9. Let X, X, ... be random vectors and Y7, Ys, ... be random variables defined
on a common probability space.

(i) X,, = O(Y,) as. if and only if P(||X,|| = O(|Y.])) = 1.

(i) X, = o(Y,) a.s. if and only if X,,/Y,, —4.. 0.

(ili) X,, = O,(Y,) if and only if, for any ¢ > 0, there is a constant C. > 0 such that
sup,, P([[Xu|| = Cc|Yy]) <e.

(iv) X,, = 0,(Y,) if and only if X,,/Y,, —, 0.

Since a,, = O(1) means that {a,} is bounded, {X,} is said to be bounded in probability if
X, = 0,(1).

0p(Yy) implies X,, = O,(Y,,)

0,(Y,) and Y,, = O,(Z,,) implies X,, = O,(Z,)

0,(Y,) does not imply Y,, = O,(X,,)

If X, = 0,(Z,), then X,.Y, = O,(Y,Zy).

If X, =0,(Z,) and Y,, = O,(Z,), then X,, + Y, = O,(Z,).

The same conclusion can be obtained if O,(-) and o,(-) are replaced by O(-) a.s. and o( - )
a.s., respectively.

If X,, —4 X for a random variable X, then X,, = O,(1)

If E|X,| = O(ay), then X,, = Op(a,), where a, € (0, 00).

If X, =45 X, then sup, | X,| = O,(1).
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