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Abstract: The relationship between device size and power 

consumption of photonic signal processing devices is derived using 

device specific models for photonic signal processing using 

semiconductor optical amplifiers, periodically poled lithium niobate 

and highly non-linear fibres. The results are then compared with the 

power-length characteristics of CMOS digital devices. The general 

conclusion is that photonic signal processing technologies demand 

significantly larger space and/or power than CMOS technologies 

Index terms: CMOS, photonic signal processing, power 

demand. 

I. INTRODUCTION 

Despite advances in electronic technologies, it is expected 

that the capacity growth of Internet traffic is still so rapid that 

it will out-pace improvements in the capacity of electronic IP 

routers. On the other hand, recent generations of dense 

wavelength division multiplexing (DWDM) optical 

communications systems have capacities in excess of 1 Tbit/s 

[1]. This disparity between the data transmission rate of optical 

systems and the limited switching speed of electronic systems 

has lead to the term “electronic bottleneck” [2,3]. The 

apparent disparity between the processing speeds of 

electronics and photonics has stimulated much research into 

photonic signal processing technologies [4,5,6] in an attempt 

to overcome the bottleneck.  

Digital signal processing speed is only one of several issues 

that telecommunications providers consider when deploying 

new network equipment. For example, due to the ever 

increasing amount of traffic there is a strong push toward 

smaller foot-print and more energy efficient equipment in 

telecommunications networks [7]. This push has arisen from 

the recognition by service provides that operational cost 

(OPEX) of powering, maintaining and managing network 

equipment is a significant contributor to total network system 

costs [8,9,10].  

It has been proposed that photonic technologies can be used 

to resolve the issues of processing speed, cost, size and energy 

consumption in the future communications networks [11,12]. 
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Photonic signal processing has been under active investigation 

for many years. Technologies that have attracted significant 

interest include the semiconductor optical amplifier (SOA) 

[13,14,15,16], periodically-poled lithium niobate (PPLN) 

[17,18,19] and highly non-linear fibre (HNLF) [20,21,22]. 

A key question, then, is do photonic signal processing 

technologies have the potential to replace electronics in 

situations where the electronic bottleneck is a problem? To 

answer this question it is necessary to evaluate the practicalities 

of replacing electronic technologies with photonics. Because of 

the importance of minimizing device footprint and energy 

consumption it is necessary to consider the footprint and energy 

consumption of non-linear photonic technologies along with 

their electronic counterparts.  

In this paper we derive relationships between size and power 

consumption of nonlinear photonic logic devices and compare 

these photonic devices with electronic devices based on 

CMOS. The approach uses several device specific models and 

includes the particular characteristics of devices based upon 

semiconductor optical amplifiers, periodically-poled lithium 

niobate and highly non-linear fibres. The results show that 

photonic signal processing technologies demand significantly 

larger space and/or power than CMOS technologies. 

II. DIGITAL SIGNAL PROCESSING DEVICES AND CIRCUITS 

In this section we define some key parameters of digital 

signal processing devices and circuits. These parameters are 

used in the following sections as a basis for our analysis of 

different device technologies. Fig. 1 shows a simple block 

diagram of a digital signal processing device or circuit. This 

diagram applies equally to optical, electronic, and 

optoelectronic signal processing. Typically, the device or 

circuit will have two or more signal inputs (Fig. 1 shows two 

inputs) and one or more signal outputs (Fig. 1 shows one 

output). Also shown in Fig. 1 is a power supply input. The 

power supply is a key requirement in all devices and circuits. In 

optical devices the inputs and outputs are optical signals, and in 

electronic devices they are electrical. In two-input electronic 

gates Input 1 and Input 2 can generally be treated 

interchangeably. However, this may not be so for optical 

devices. Therefore in some circuits considered here, one of the 

input signals will be labelled as a “control” signal that controls 

the function of the device or circuit. The signal and control 

inputs and outputs in Fig. 1 are digital signals. In other words, 
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they are expected to have only two possible “logic states”, 

corresponding to logic levels of “1” and “0”. 

Output 1 (PO)Device or 

Circuit

Input 1 (P1)

Input 2 (P2)

Supply (PS)

Output 1 (PO)Device or 

Circuit

Input 1 (P1)

Input 2 (P2)

Supply (PS)

 

Fig. 1: Digital signal processing device or circuit. 

Fig. 2 shows two examples of digital signal processing 

circuits. Fig. 2(a) is a simplified schematic of a semiconductor 

optical amplifier (SOA) configured for use as an optical gate 

or as a wavelength converter using cross-gain modulation [14]. 

A continuous wave (CW) input signal at wavelength λ1 (Input 

1) is combined with a second input signal carrying data at a 

different wavelength (λ2) (Control) and injected into the active 

region of the SOA. The power supply is provides a bias 

current ib. (Note that in some optical signal processing circuits, 

such as logic gates based on highly-nonlinear fibre (HNLF), 

the power supply is an optical signal.) If the circuit in Fig. 2 

(a) is operated with appropriate signal levels, the data on Input 

2 causes the gain of the SOA to be modulated, and this data is 

transferred to the signal at wavelength λ1. This wavelength-

converted signal at λ1 appears at the output. Fig. 2(b) is the 

circuit of a two-input CMOS NAND gate. In this circuit, 

power to the four CMOS transistors T1 - T4 is supplied via a 

voltage supply rail. For the NAND gate in Fig. 2(b), the input 

and control inputs are interchangeable. 
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Fig. 2 Examples of digital signal processing circuits. (a) a possible SOA 

configuration for optical gate, or wavelength converter, with a supply current 

ib. (b) CMOS NAND gate. T1 - T4 are CMOS transistors with supply voltage 

rail, Vdd. 

A. Signal levels and Cascadability 

To ensure that devices or circuits can be cascaded with 

other similar devices, or otherwise connected into different 

circuit arrangements, it is important that the input and output 

signal levels are compatible. For correct operation, logic 

circuits must provide (a) cascadability, i.e. the output of one 

device must be able to drive the input of the next, (b) logic 

functionality (c) a fan-out capability of at least 2, (d) logic 

level restoration, i.e. the outputs have less variation than inputs, 

input/output, and (e) isolation, i.e. reflections back into the 

output must not influence the device. 

Conditions (a), (c) and (d) above require that a logic device 

will give the correct output level even if there is a small error in 

the signal level of an input signal to the device. To illustrate 

this Fig. 3 shows typical input/output transfer characteristic of a 

CMOS logic gate [23]. From Fig. 3, we see that the transition 

between the logical “0” and “1” state for CMOS is abrupt. This 

transition means multiple devices can be reliably cascaded for 

CMOS. In particular, it satisfies condition (d) in that small 

errors in the input signal will still give a correct output level.  

In contrast to CMOS the transfer characteristic for PPLN 

[24], HNLF [20], SOA in a cross gain modulation 

configuration [25] and SOA in a cross phase modulation 

configuration [26] devices are typically not as abrupt and are 

not flat outside the transition between the two logic states. As a 

consequence the transfer characteristics for these devices do 

not always satisfy conditions (a) and (d). 
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Fig. 3 Input to output signal level transfer characteristic for CMOS logic [23]. 

As an example, the transfer input/output transfer 

characteristic for HNLF is shown in Fig. 4 [20]. This device 

also fails to satisfy condition (a) in that, by itself, its output 

cannot drive the input of the next device. This is because this 

device requires an input power of approximately 600 mW to 

attain a logic “1” output. However, the characteristic shows the 

corresponding output is only 200 mW, which is insufficient to 

drive the next device to a logic “1” level. The analysis 

presented in this paper assumes that gain blocks are provided, 

if necessary, to ensure that the output signal levels are the same 

as the input signal levels. 

0 200 400 600 1000800 1200

Input Power (mW)

100

150

200

250

50

0

O
u

tp
u
t 

P
o

w
er

 (
m

W
)

0 200 400 600 1000800 1200

Input Power (mW)

100

150

200

250

50

0

O
u

tp
u
t 

P
o

w
er

 (
m

W
)

 
Fig. 4 Control input to output signal transfer characteristic for HLNL, taken 

from [20].  

We also note that the transfer characteristic in Fig. 4 is not 

flat outside the transition region between the low and high 
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output states. Therefore, unlike CMOS, variations in the input 

power will cause variations in the output power. This problem 

also exists for devices that use CPM, which are typically 

placed within a Mach Zehnder interferometer configuration 

(see Fig. 5 for an example), which gives a sinusoidal transfer 

characteristic [26]. Consequently, accurate control over the 

input logic levels are required to ensure the interferometer is 

operating with the required phase delay. 

Because optical signal processing circuits generally do not 

have the abrupt step-like characteristics of CMOS, the quality 

of a digital optical signal can degrade as it passes through 

multiple devices. This situation can be exacerbated by 

spontaneous noise build up. A common way to characterize the 

quality of an optical signal is the extinction ratio, which is 

defined as the ratio between these “1” and “0” level signals.  

Thus the extinction ratio ER is given by 

"1"
.

"0"

Power Level
ER

Power Level
=    (1) 

In the analysis presented in this paper, we shall require that 

ER ≥ 10 for the digital photonic devices to ensure that signal 

quality is maintained. 

B. Power consumption and Switching Energy: 

The total power PT consumed by a device or circuit is the 

sum of the input power P1 at Input 1 the input power P2 at 

Input 2 and the supply power Ps minus the output signal 

power, PO.  The total switching energy ET of the device is 

given by 

( )1 2T T b S O bE P P P P Pτ τ= = + + −    (2) 

where τb is the bit period. 

For CMOS, this energy per bit is dominated by the energy 

required to charge the device gate capacitance and the 

interconnect wires between devices [23]. However, it has 

become common in the optical literature to define the 

switching energy of an optical device as the energy required at 

one input to cause the device to perform a logic operation. In 

other words, the energy per bit is often defined as P1τb or P2τb. 

This is not correct because it generally results in a gross 

underestimation of the energy required to operate the device.  

An important difference between the nonlinear photonic 

devices we consider here and CMOS, is that in CMOS most of 

the switching energy is consumed during transitions from “0” 

to “1” and from “1” to “0”.  [23] In contrast photonic devices 

usually continue to consume energy between the transitions. 

For example, in an SOA wavelength converter or 2R 

regenerator, the device consumes supply energy continuously. 

In the SOA gate depicted in Fig. 2 (a), a “low” state at the 

SOA output is maintained by saturating the SOA gain. This 

requires a continual supply of high optical power to the control 

input. Similar requirements hold for PPLN and HNLF.  

One of the key motivations for the use of photonic devices in 

optical signal processing (i.e. signal processing of optical 

signals) is that the inputs and outputs are in optical form and 

are compatible with other optical devices. If CMOS is used in 

optical signal processing it is necessary to convert input signals 

to electronic form and then back to optical form after 

processing. This process of O/E/O conversion results in 

additional power consumption and increases the footprint of the 

circuit. Therefore, when comparing optical and electronic 

signal processing circuits, the power consumption and physical 

size of the O/E/O conversion needs to be considered [27]. 

III. POWER AND SIZE REQUIREMENTS OF PROCESSING DEVICE 

TECHNOLOGIES  

In this Section we develop detailed power-length 

relationships for SOA, PPLN and HNLF devices technologies. 

These models include details such as power supply, phase 

matching, device efficiency and losses and the device structure. 

We calculate the energy-length relationship to the nearest order 

of magnitude since the precise values depend on the particular 

application and fabrication of the device. The values of 

constants used in this section are listed in Table 1. 

Table 1: Constants used in calculation of power requirements of photonic 

signal processing technologies. 

Symbol Explanation Value 

w width of all optical devices ~10-6  m 

d thickness of all optical devices  ~10-6  m 

λ optical wavelength ~10-6  m 

αSOA loss coefficient of SOA ~104 m-1 

q electron charge  1.6x10-19 C 

β linewidth enhancement factor 3 - 5 

n0 

carrier density of SOA at 

transparency  
~10-24 m-3 

Γ SOA confinement factor ~ 0.25 

Vb SOA forward bias voltage ~ 1 V 

τ carrier lifetime of SOA ~10-9  s 

r2 Pockels co-efficient of LiNbO3 ~10-11 m/V 

n refractive index of LiNbO3 2-4 

ε0 permittivity of free-space 8.85x10-12 F/m 

r3 Kerr co-efficient for HNLF ~10-18 m2/V2 

αHNLF loss coefficient of HNLF ~1m-1 

Quantum vacuum noise is the dominant noise source at the 

operational frequencies of these devices (~ 200 THz) [28]. 

Very low error rates can be attained in intensity modulated 

optical systems with photon counts lower than 100 [28], which 

corresponds to an average signal power, P1, of order 10
-4

 Watts 

(at 100 Gbit/s). In this section we calculate the control, P2, and 

supply, PS, powers required for photonic technologies. We will 

find that P1 << P2 + PS. Therefore, we can ignore the input 

signal power in our calculations of the device total power 

requirements. 
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A. Semiconductor Optical Amplifiers 

A digital gate or switch can be implemented using three 

physical processes in SOA’s. These processes are: cross gain 

modulation (CGM), cross phase modulation (CPM) and four 

wave mixing (FWM) [15]. All three processes require at least 

one SOA plus other optical devices such as optical filters, 

optical gain block (such as another SOA) and Mach Zehnder 

interferometers. For example CGM and FWM will require 

optical filtering, to remove unwanted frequencies from the 

output fibre. The CPM places the SOA in a Mach Zehnder 

interferometer configuration, as depicted in Fig. 5. In this 

paper we calculate the total size and power of the active 

components of the device. 

For all three processes the logical state of the control signal 

is used to determine the logical state of the output for a given 

input signal logical state. The control signal is coupled into the 

SOA active region where it interacts with the input signal. Fig. 

2 (a) shows one approach for coupling the input and control 

signals into the SOA. For this to occur, the SOA must be 

appropriately biased. This is provided by the supply bias 

current, ib.  

In this Section, we calculate the required control signal 

power to provide an ER ≥ 10 for an SOA based gate for each 

of the three physical processes. We also calculate the power 

consumed by the device bias supply. From these results, we 

calculate the total device power consumption. 

(i) Cross Gain Modulation (CGM) Control Signal Power 

In the CGM configuration, shown in Fig. 2 (a), the supply 

current, ib, biases the device to ensure the required level of 

gain. The control signal power, Pc, is used to move the SOA 

into and out of gain saturation. This, in turn regulates the 

output signal level to attain a required extinction ratio between 

the logical 1 and 0 levels. We now determine the control 

power, Pc, required for a given extinction ratio, ER, for the 

CGM configuration. The gain of the SOA can be expressed as 

[29]; 

( )
1

0
1

0exp
1

c sP P

c s

g L
G G

P P
+

 
= = 

+ 

  (3) 

where G0 is the unsaturated end-to-end gain, L is the SOA 

length, Ps is the SOA gain saturation power and the 

unsaturated material gain, g0, is given by [30] 

0 1b
SOA

t

i
g

i
α

 
= Γ − 

 

   (4) 

where Γ is the confinement factor, it is the transparency current 

which corresponds to transparency (g0 = 0) and αSOA is the 

SOA material loss. The transparency current it is given by 

0
t

qwdLN
i

τ
=     (5) 

where q is the electronic charge, N0 is the conduction band 

carrier density required for transparency ≈ 10
24

 m
-3

, τ is the 

carrier spontaneous decay lifetime ≈ 10
-9

 sec, w is the active 

region effective width, d is the active region depth and L is the 

active region length (in metres). The SOA active region width, 

w, and height, d, are approximately equal to the wavelength of 

the optical field [15]. Therefore have w ≈ d ≈ 10
-6

 m. 

Substituting the values listed in Table 1, into (5) gives 

(Amps) 100 (metres).ti L≈   (6) 

Using the (3) above, we find the extinction ratio, ER, is 

dependent upon Pc; 

0 0exp .c

s c

G g LP
ER

G P P

 
= =  

+ 

  (7) 

Therefore, for extinction ratio between 10 and 20 dB with a 

cross gain modulation SOA based device, we require  

0 4.c

s c

g LP

P P
≈

+
    (8) 

(ii) Cross Phase Modulation (CPM) Control Signal Power 

We now determine the control power requirements for a 

cross phase modulation based SOA gate. One way to construct 

a gate using CPM, is to place the SOA within a Mach Zehnder 

configuration, as depicted in Fig. 5. The input splitter provides 

a split ratio of 50/50. The output combiner then re-combines 

the two separated field components. The phase of the field 

component which has propagated through the SOA is 

controlled by Pc. If the phase offset between the two field 

components at the output is a multiple of 2π, then there is a 

non-zero output field resulting from constructive interference. 

If the phase offset is an odd multiple of π, there is no output 

field due to destructive interference. This will give a very high 

ER because the logical “0” power level will be close to zero. 

The phase delay change, ∆φ, and saturated gain, G, are 

related by [31] 

( )02 ln G Gφ β∆ =    (9) 

where β is the linewidth enhancement factor (β ≈ 3 to 5 for 

SOAs). Using (7), for a phase shift of π, this gives 

0 .
2

c

c s

g LP

P P

π

β
≈

+
    (10) 
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Fig. 5 SOA in Mach Zehnder configuration used for a CGM controlled switch 

or gate. 

 (iii) Four Wave Mixing (FWM) Control Signal Power 

Signal processing based on FWM requires a high power 

pump signal in addition to the two input signals and the 

supply. The extra pump is required to generate a frequency-

shifted output signal within the non-linear material of the 

device. (Four wave mixing involves three input wavelengths to 

produce the fourth, output, wavelength.) The conversion 

efficiency, η, of this process is defined as the ratio of the 

output signal power, Pout, to the input control signal power, Pc: 

.out

c

P

P
η =     (11) 

It has been shown that the pump signal power, Pp, required 

for maximum efficiency of a SOA gate, based on FWM, 

dominates the optical input signal powers [32]. That 

calculation also shows that the maximum efficiency is η ~ 0.1 

and is attained when [32] 

0
2.

p

p s

g LP

P P
≈

+
    (12) 

(iv) Total SOA Device Power 

We now calculate the total power consumption in SOA 

based gates which including the bias supply power and the 

optical input power. To do this we note from (8), (10), and 

(12) that the dominant input optical power, Pd, has the form 

0

s
d

KP
P

g L K
=

−

    (13) 

where K ~ 4 for CGM, K ~ π/2β for CPM and K ~ 4 for FWM. 

The bias power contribution is given by, Pb = Vbib, where Vb 

is the bias voltage, and ib the bias current, required to maintain 

an appropriate carrier concentration. Therefore, using (4), (6) 

and (13) the total non-signal power PT=Pb+Pd can be expressed 

as 

( )

2

2 2

10
.

10 10

s
T b d b b

L

KP
P P P i V

i L Kα
= + = +

Γ − −
  (14) 

From (14), we see that, for a given SOA, the device power is 

determined by the bias current, i, the device length, L and the 

constant K. We select a bias current that minimises the PT. 

Minimising (14) with respect to ib gives the SOA device power 

100
100 10 10 .b s s

T b b

L L L b

KV KP KP
P LV V

Vα α α
≈ + + +

Γ Γ Γ
 (15) 

SOAs used for optical signal processing have lengths 

ranging between 300 µm and 2 mm [15]. Substituting typical 

values (see Table 1) into (15) we get: 

100 0.4 0.1 WattsTP L K K≈ + +   (16) 

where L is in metres and K depends on the switch 

configuration. The lowest value of K gives to lowest power 

consumption and corresponds to CPM. 

For all three values of K, we see that for L ~ 300µm, P≥ 10
-2

 

Watts >> Psig, which is consistent with our assumption above. 

B. Periodically-Poled Lithium Niobate 

Signal processing using PPLN is based upon three-wave 

mixing in which the control signal is used to produce an output 

which is frequency-shifted from the input signal [18]. Efficient 

three-wave mixing in Lithium Niobate requires quasi-phase 

matching which is attained by periodic polling of the 

waveguide [33]. The conversion efficiency for PPLN, η, is 

given by (11) with perfect phase matching of the two input 

signals. Therefore η becomes [34]  

2 3/ 2 1/ 2 2 2 2

0 0 2

22

PPLN cr c L P

wd

π µ ε
η

λ
=    (17) 

where Pc is the control signal pump power for the PPLN device 

and LPPLN is its length in meters. By controlling Pc, the 

(frequency-shifted) output signal can be high power, 

corresponding to a logical “1”, or low power, corresponding to 

a logical “0” level. Typically conversion efficiencies as high as 

0.1 can be achieved in real PPLN waveguides [35], therefore Pc 

is related to length by  

3 210 .c PPLNP Lη ≈     (18) 

This gives 

4

2

10
Watts.

c

PPLN

P
L

−

≈    (19) 
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Because we require the device to provide cascadability (see 

Section IIA) an amplifier is generally needed to compensate 

for the low efficiency of the device and to restore the signal 

levels. One way to do this is to cascade the PPLN device with 

an SOA gain block with sufficient gain to compensate for the 

loss, as depicted in Fig. 6. To minimise power consumption of 

the gain block we operate the SOA so that its gain is un-

saturated. A typical length of a SOA, LSOA, is around 500 µm 

[15]. Using (3), (4) and (5) the power required for an SOA 

with 10-20 dB gain is PSOA ≈ 10
-1

 Watts. So the overall power 

P in terms of total device length, L=LSOA+LPPLN  > 500 µm, is 

4
1

2

10
10 Watts.T SOA c

PPLN

P P P
L

−
−= + ≈ +   (20) 
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Fig. 6 PPLN based optical gate/switch including the SOA required to 

compensate for the low conversion efficiency of the PPLN based device. 

We see from (20) that the power consumption of the 

PPLN device can be reduced by increasing LPPLN. However, 

due to the low efficiency of the PPLN device, there must 

always be a gain block present. The power consumption of this 

SOA gain block represents a lower limit on the power 

consumption of a PPLN based gate. This power is significantly 

greater than the assumed input signal power Psig ~ 10
-4

 Watts. 

C. Highly Non-Linear Fibre (HNLF) 

HNLF exhibits a higher Kerr effect coefficient relative to 

traditional silica optical fibres. There are two phenomena that 

can be used for signal processing in HNLF. These are: cross-

phase modulation (CPM) and four-wave mixing (FWM). We 

now consider each of these. 

(i) Cross-phase modulation 

Using CPM the HNLF is placed in one arm of a Mach 

Zehnder interferometer as depicted in Fig. 7. The control 

signal with power level Pc is used to control the phase 

difference between the two arms of the device. Including the 

impact of the loss, a phase difference of π in a HNLF, requires 

[36]  

32
c

eff

A
P

L r

λ
=     (21) 

where A is the cross-sectional area of the HNLF, λ is the 

wavelength of the signal, r3 is the Kerr co-efficient for the 

HNLF and Leff is the effective length of the fibre. The effective 

length is given by [37]; 

0

1
e

HNLF HNLF

HNLF

L L
z

eff

HNLF

e
L dz

α
α

α

−
− −

= =∫   (22) 

where LHNLF is the length of the HNLF used in the gate. 

Using typical values for αHNLF (see Table 1), gives the 

relationship between device power and length as; 

1
Watts,  < 1m

1 Watt,  > 1m
T

L
P L

L




≈ 


   (23) 
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Fig. 7 HNLF based Mach Zehnder optical gate/switch. 

 (ii) Four-wave mixing 

As with PPLN, FWM in HNLF also uses wavelength 

translation to implement signal processing. For HNLF, the 

conversion efficiency for FWM, η, is given by [38]  

2

32
c eff

r
P L

wd

π
η

λ

 
=  
 

    (24) 

where Pc is the control signal power into the fibre and LHNLF its 

length in meters. Conversion efficiencies, η, up to 0.1 have 

been achieved in silicon waveguides [38]. Using η = 0.1, gives 

310
Watts.

HNLF

eff

P
L

−

≈    (25) 

With η = 0.1, as with the PPLN device above, it may be 

necessary to use a SOA, as depicted in Fig. 8. We again set 
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LSOA = 500 µm. Therefore the total power-length relationship 

for HLNF device based upon CPM, is 

3
1 10

~10 Watts.
T SOA HNLF

eff

P P P
L

−
−= + +   (26) 

The total length of the device is L = LSOA+Leff  > 500 µm. 
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Fig. 8 HNLF optical gate/switch based upon FWM. The SOA is required to 

compensate for the low FWM efficiency. 

IV. DISCUSSION 

Fig. 9 shows the energy per bit against the device length for 

each of these signal processing technologies considered here. 

In Fig. 9, the operating bit rate is taken as 100 Gbit/s. The data 

in Fig. 9 is based upon the relationships (16), (20), (23) and 

(26) as well as (2) to convert the switching power to energy 

per bit.  

Also included in Fig. 9 is the corresponding relationship for 

CMOS based on the 2005 International Roadmap for 

Semiconductors [39]. Currently, the average feature size of 

CMOS devices is approximately 100 nm and the devices 

consume approximately 0.1 fJ energy per bit [39]. It is 

predicted that this will be reduced to 10 nm and 0.01 fJ/bit in 

the coming 10-15 years [39] The energy consumption scales 

with the length of the device so as smaller devices are 

implemented, the energy consumption will also reduce. 

When used in an optical communications network CMOS 

processing in a node or router will require 

optical/electronic/optical (O/E/O) conversion of the incoming 

optical data stream. With modern technology, the size of O/E 

and E/O converters is around 10
-4

m [40]. Also, we have 

assumed the O/E/O power consumption is similar to an SOA 

because the E/O transmitter laser driver will dominate the 

power consumption. Therefore Fig. 9 includes a shaded region 

representing the average energy/bit and length for circuits that 

contain both CMOS devices and O/E/O converters.  

The lower left end of the shaded region corresponds to 

circuits with many CMOS devices per O/E/O converter. In this 

case the average length and power consumption including both 

CMOS devices and O/E/O will be dominated by the CMOS 

devices. On the other hand, the upper right of the shaded region 

corresponds to the situation where there are only a few CMOS 

devices per O/E/O conversion. In this case the average length 

and power will be dominated by the O/E/O converters.  

Fig. 9, shows that the energy per bit in CMOS is less than 

photonic devices. If we include the power consumption and 

size of O/E/O conversion with CMOS devices, photonic 

technologies have power and space requirements similar to 

CMOS only when the number signal processing devices is 

small (i.e close to unity). When a significant number of signal 

processing devices are required, CMOS plus O/E/O has the 

lowest power/size requirement. This result has been confirmed 

elsewhere [27]. 

10-18

10-8

Length (m)

E
n

e
rg

y
/b

it
 (

J
)

CMOS

SOA

HNLF,XPM

10-7 10-6 10-5 10-4 10-3 10-2 10-1

10-16

10-14

10-12

10-10

10-8

10-6

10-4

10-2

10-1

PPLN +SOA

HNLF,

FWM+SOA

CMOS + O/E/O

10-18

10-8

Length (m)

E
n

e
rg

y
/b

it
 (

J
)

CMOS

SOA

HNLF,XPM

10-7 10-6 10-5 10-4 10-3 10-2 10-1

10-16

10-14

10-12

10-10

10-8

10-6

10-4

10-2

10-1

PPLN +SOA

HNLF,

FWM+SOA

CMOS + O/E/O

 

Fig. 9 Energy per bit versus device length for photonic signal 

processing technologies operating at 100 Gbit/s. Also included is the 

plot for CMOS and the region for CMOS plus O/E/O conversion. 

The results presented in Fig. 9 indicate that only very simple 

signal processing, such as wavelength conversion and 

regeneration, are amenable to photonic implementation. CMOS 

technology is by far the best option for minimising the power 

consumption and footprint for equipment which undertakes 

complex processes such as address or label lookup, 

SDH/SONET frame processing, Forward Error Correction and 

the like. 

V. CONCLUSION 

In this paper we have shown that photonic gates based upon 

SOAs, PPLN and HNLF technologies require significantly 

greater energy and size than CMOS technology. Further, for 

some technologies we require precise control of the input 

power levels as well as extra power to provide an appropriate 

bias and/or a gain block to ensure the output signal levels are 

similar to those of the input. With CMOS technologies, these 

problems do not arise. 

The issue of power consumption is already important to 

network operators and its importance will increase as the 
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capacity and power demands of the Internet grow with its 

ubiquity. The results presented in this paper indicate that, due 

to their high power and space demands, photonic technologies 

are not well suited for network elements in which processing 

of the incoming signal requires a large number of devices. 

However, photonic technologies may be well suited for 

processes such as all-optical wavelength conversion and signal 

regeneration, where the number of signal processing devices is 

small. 

Both electronics and optics/photonics present a “bottleneck” 

of some form which network and systems designers must 

address. Optimising network performance metrics such as 

throughput, power consumption, equipment footprint as well 

as environmental and financial cost, will require the judicious 

of both technologies.  
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