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ABSTRACT

Let \( \phi(x,y,p,t) \) be a meteorological field of interest, say height, temperature, a component of the wind field, etc. We suppose that data \( \{ \tilde{\phi}_i \}_{i=1}^N \) concerning the field of the form \( \tilde{\phi}_i = L_i \phi + \varepsilon_i \) are given, where each \( L_i \) is an arbitrary continuous linear functional and \( \varepsilon_i \) is a measurement error.

The data \( \tilde{\phi}_i \) may be the result of theory, direct measurements, remote soundings, or a combination of these. We develop a new mathematical formalism exploiting the method of Generalized Cross Validation, and some recently developed optimization results, for analyzing this data. The analyzed field, \( \phi_{N,m,\lambda} \), is the solution to the minimization problem: Find \( \phi \) in a suitable space of functions to minimize

\[ \frac{1}{N} \sum_{i=1}^{N} \frac{(L_i \phi - \tilde{\phi}_i)^2}{\sigma_i^2} + \lambda J_m(\phi) \quad (*) \]

where

\[ J_m(\phi) = \sum_{\alpha_1+\alpha_2+\alpha_3+\alpha_4=m} \frac{m!}{\alpha_1! \alpha_2! \alpha_3! \alpha_4!} \int \int \int \int \int \left( \frac{\partial^{m} \phi}{\partial x^{\alpha_1} \partial y^{\alpha_2} \partial z^{\alpha_3} \partial t^{\alpha_4}} \right)^2 \, dx \, dy \, dz \, dt \]
The $\sigma_i^2$ are assumed mean square errors. Functions of $d = 1, 2, \text{or } 3$ of the four variables $x, y, p, t$ are also considered. Under rather general conditions, we give an explicit representation for the minimizer of (*) . The parameter $\lambda$ controls the tradeoff between the infidelity of the analyzed field to the data, and the roughness of the analyzed field as measured by $J_m(\cdot)$ . Alternatively $\lambda$ may be thought of as controlling the half-power point of the implied data filter. $m$ controls the number of continuous derivatives that $\phi_{N,m,\lambda}$ will possess, alternatively, $m$ may be thought of as controlling the steepness or "roll-off" of the data filter. High $m$ corresponds to a steep roll-off. The parameters $\lambda$ and $m$ are chosen by the method of Generalized Cross Validation (GCV). This method estimates that $\lambda$ and $m$ for which the implied data filter has maximum predictive capability. This predictive capability is assessed by the GCV method by (implicitly) leaving out one data point at a time and determining how well the missing point can be predicted from the remaining data. The results extend those of Sasaki and others in several directions. In particular, no preliminary interpolation or smoothing of the data is required and it is not necessary to solve a boundary value problem or even assume boundary conditions to obtain a solution. Prior covariances are not assumed. The parameters $\lambda$ and $m$ play the role of signal to noise ratio and "order" of the covariance, these being the two most important parameters in the prior, and are estimated from the immediate data rather than historical data or guesswork. The numerical algorithm is surprisingly simple for any $N$ with $N^2$ somewhat less than the high speed storage capacity of the computer.

The approach can be used to analyze temperature fields from radiosonde measured temperatures and satellite radiance measurements.
simultaneously, to incorporate the geostrophic wind approximation and other information. In a test of the method (for \( d = 2 \)) simulated 500mb height data was obtained at discrete points corresponding to the U.S. radiosonde network, by using an analytic representation of a 500mb wave and superimposing realistic random errors. The analytic representation was recovered on a fine grid with what appear to be impressive results.
1. Introduction

Sasaki (1960) introduced the idea of numerical variational analysis for objective analysis of meteorological fields. In the most general form of variational analysis considered here we seek a function \( \Phi(x,y,p,t) \) of four variables representing a meteorological field of interest, say height, temperature, or a component of the wind field, as a function of ground projection coordinates \((x,y)\), the vertical coordinate \(p\), and time, \(t\). This function should be suitably close to the height, temperature or wind field as measured at a finite set of positions, pressures and times, it should reflect known behavior of such fields, and it should be "smooth" in some sense.

For an example of known behavior, fix \(p\) at 500mb, then \(\Phi\) is the 500mb geopotential height. Letting \( \Phi = \Phi(x,y,p_0,t)\), then the sum of the tendency and horizontal advection

\[
\frac{\partial \Phi}{\partial t} + c_x \frac{\partial \Phi}{\partial x} + c_y \frac{\partial \Phi}{\partial y}
\]

should be small, where \(c_x\) and \(c_y\) are the \(x\) and \(y\) components of the wind velocity. Sasaki and others have incorporated weak (i.e. approximate) and strong (i.e. exact) constraints involving the tendency, the advection, the geostrophic wind, balance, horizontal momentum, adiabatic energy, hydrostatic and continuity equations (Sasaki 1971, Lewis 1972, Lewis and Grayson 1972, Achtenmeier 1975).

Using the sum of the tendency and advection as a weak constraint, Sasaki (1971) suggests finding \(\Phi\) to minimize

\[
J(\Phi) = \int \int \left[ \frac{\partial \Phi}{\partial t} + c_x \frac{\partial \Phi}{\partial x} + c_y \frac{\partial \Phi}{\partial y} \right] dx dy
\]

where \(\Phi\), \(c_x\), \(c_y\) are smoothing constants to be determined, \(\Phi\) is the observed height field data, \(c_x\) and \(c_y\) are the (observed) components of wind velocity, and \(R\) is the spatial and temporal region of interest. The first term represents the desire that \(\Phi\) be close to the data, the second that the sum of the tendency and horizontal advection is small and the third that the function be "smooth" in \(x, y\) and \(t\).

Since \(\Phi, c_x\) and \(c_y\) are only measured at a (relatively sparse) set of irregularly spaced points, Sasaki assumed that the data have been interpolated to a grid sufficiently fine for numerical analytic purposes. After some simplifying assumptions, the Euler equation for the minimizer of (1.1) was obtained by Sasaki (1971) and the minimizer is found to satisfy an elliptic partial differential equation with some boundary conditions. Various authors using this and other constraints (See for example Lewis and Grayson 1972) have chosen values for the smoothing constants, and solved the resulting Euler equations numerically to obtain an objectively analyzed field.

In this paper we develop a general mathematical formalism basically embodying Sasaki's approach with four modifications:

1. It is not necessary to first interpolate the data to a grid to obtain \(\Phi\), raw data is used directly.
2. The problem of providing or enforcing boundary data is eliminated.
3. The main unknown smoothing parameters are estimated from the data to be analyzed, rather than from historical data or by guesswork.
(4) The method provides a technique whereby raw indirect data, such as satellite radiance data, can be combined with direct data such as balloon temperature data in a single analysis procedure.

The method to be described avoids the problem of solving partial differential equations numerically. However, it has its own challenging numerical problems, which we have been able to solve simply using existing packages for medium sized (but not large) data sets.

To introduce our general method, we begin with the simplest non-trivial example. Fix time as well as pressure and suppose that \( \phi = \phi(x,y) \) is the 500mb height at \((x,y)\) at time \( t = 0 \). Ignore the tendency and advection (second term) in (1.1) and suppose observations \( \bar{\phi}(x_i,y_i) = \bar{\phi}_i, \quad i = 1,2,...,N \) of the 500mb height at the \( N \) stations with coordinates \((x_i,y_i)\), \( i = 1,2,...,N \) are given. We want to obtain a function \( \phi \) which is smooth and such that \( \phi(x_i,y_i) = \bar{\phi}_i, \quad i = 1,2,...,N \).

Consider the minimization of

\[
\frac{1}{N} \sum_{i=1}^{N} (\phi(x_i,y_i) - \bar{\phi}_i)^2 + \lambda J_1(\phi)
\]

where

\[
J_1(\phi) = \iint \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \right)^2 \, dx \, dy
\]

and \( \lambda \) is given.

If one attempts to minimize (1.2) by e.g. writing the Euler equation one finds that the solution involves a Green's function for the Laplacian operator \( \Delta, \Delta \phi = \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \) and, unfortunately, this Green's function is not bounded. Sasaki (1971) observes a similar phenomena (paragraph including (32)) but ignores it. For this and other reasons to be discussed, we seek to find the minimizer (in a suitable space of functions) of

\[
\frac{1}{N} \sum_{i=1}^{N} (\phi(x_i,y_i) - \bar{\phi}_i)^2 + \lambda J_m(\phi), \quad m = 2,3,...
\]

where

\[
J_m(\phi) = \iint \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \right)^2 \, dx \, dy + \sum_{i=1}^{N} \left( \frac{\partial \phi}{\partial x} - \frac{\partial \bar{\phi}_i}{\partial x} \right)^2 + \sum_{i=1}^{N} \left( \frac{\partial \phi}{\partial y} - \frac{\partial \bar{\phi}_i}{\partial y} \right)^2
\]

or more generally

\[
J_m(\phi) = \iint \frac{1}{x^2} \left( \frac{\partial \phi}{\partial x} - \frac{\partial \bar{\phi}_i}{\partial x} \right)^2 \, dx \, dy + \sum_{i=1}^{N} \left( \frac{\partial \phi}{\partial y} - \frac{\partial \bar{\phi}_i}{\partial y} \right)^2
\]

If \( J_m(\phi) \) is small, then \( \phi \) will be "smooth".

We have deliberately omitted any mention of the domain of integration.

If the domain of integration in (1.5) and (1.6) is taken as a bounded region \( \mathcal{R} \) then it can be shown that the minimizer of (1.4) satisfies

\[
\Delta \phi = 0, \quad (x,y) \neq (x_i,y_i), \quad i = 1,2,...,N
\]

where \( \Delta \) is the Laplacian,

\[
\Delta \phi = \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2}
\]

and it satisfies the natural (Neumann) boundary conditions. This result in a similar problem appears in Dyn and Wahba (1979). We avoid the necessity of solving a boundary value problem by letting the domain of integration be \(-\infty < x,y < \infty\). Then the solution will be defined for \(-\infty < x,y < \infty\). However we will only compute it on \( \mathcal{R} \) and of course it will only have meaning if there are data points not too far from the boundary.

We are also assuming here that the world is flat in \( \mathcal{R} \). This assumption can
be removed, see Wahba (1979c).

The solution, call it \( \phi_{N,m,\lambda} \), to the problem: Find \( \phi \) in a suitable space \( X \) to minimize

\[
\frac{1}{N} \sum_{i=1}^{N} (\phi(x_i, y_i) - \hat{\phi}_i)^2 + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \phi \, dx \, dy \quad (1.7)
\]

was obtained by Duchon (1976a) and further studied by Meinguet (1978, 1979) and Wahba (1979a, 1979b). It is known as a "thin plate spline" and is a generalization to two dimensions of the one dimensional smoothing polynomial spline (Reinsch 1967).

We will give an explicit computable formula for \( \phi_{N,m,\lambda} \) later. Problems in assigning boundary values are eliminated, and no preliminary analysis of the raw data is used.

\( \phi_{N,m,\lambda} \) may be considered as the result of applying a low-pass filter to the data. In frequency space it can be shown that \( \lambda \) controls the half-power point of the filter and \( m \) the steepness of the roll-off. See Craven and Wahba (1979), Wahba (1978). We choose \( \lambda \) and \( m \) from the data by the GCV (generalized cross-validation) method (Craven and Wahba 1979, Golub, Heath and Wahba 1979) which proceeds as follows. The criteria for a good choice of \( \lambda \) and \( m \) is taken to be the ability to predict the value of the field where data is withheld.

To estimate this ability from the data let \( \phi_{N,m,\lambda}^{(k)} \) be the function which is the minimizer of (1.7) with the kth data point omitted. If \( \lambda \) and \( m \) are good choices, then on the average \( \phi_{N,m,\lambda}^{(k)}(x_k, y_k) - \hat{\phi}_k \) should be small and we measure this by the "ordinary cross-validation function"

\[
\Gamma_{N,m,\lambda}(\lambda) = \frac{1}{N} \sum_{k=1}^{N} (\phi_{N,m,\lambda}^{(k)}(x_k, y_k) - \hat{\phi}_k)^2.
\quad (1.8)
\]

This expression is rather nasty to compute, furthermore effect of unequal spacing of data points are not suitably accounted for. For these and other technical reasons recounted in Craven and Wahba (1979) and Golub, Heath and Wahba (1977), one should measure the ability of \( \phi_{N,m,\lambda} \) to predict missing data by the "generalized cross-validation function" (GCV)

\[
\Gamma_m(\lambda) = \frac{1}{N} \sum_{k=1}^{N} (\phi_{N,m,\lambda}^{(k)}(x_k, y_k) - \hat{\phi}_k)^2 \omega_k(m, \lambda)
\]

where the \( \omega_k(m, \lambda) \) are certain weights which have been given in Craven and Wahba (1979) and Golub, Heath and Wahba (1979). \( \Gamma_m(\lambda) \) turns out to have a collapsed representation which is relatively easy to compute. For each \( m = 2, 3, 4, \ldots \), up to some preset maximum, \( \Gamma_m(\lambda) \) is computed as a function of \( \lambda \) and the value \( \hat{\lambda}(m) \) of \( \lambda \) minimizing \( \Gamma_m(\lambda) \) is determined. Then \( m \) is selected by comparing \( \Gamma_m(\hat{\lambda}(m)) \) over \( m \). A computer implementation of this example has been made and applied to data simulated from a mathematical model for a 500mb height field. The results are presented in Section 4.

We next generalize this approach to allow the imposition of weak constraints. Continuing with \( p = 500mb \), \( t = t_0 \), we consider as an example the geostrophic wind approximation:

\[
\begin{align*}
\mathbf{v}_g & \approx \frac{1}{f} \phi \\
\mathbf{v}_g & \approx \frac{1}{f} \frac{\partial \phi}{\partial x}
\end{align*}
\]

where \( \phi \) is the 500mb height, \( u_g \) and \( v_g \) are eastward and northward components of the geostrophic wind, and \( f \) is the Coriolis parameter. If the eastward and northward components of the wind are measured at each station, one can seek \( \phi \) to minimize
\[
\frac{1}{N} \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \left( v(x_i, y_i) - \hat{v}_i \right)^2 + \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \left( \frac{\partial}{\partial x} k_1, y_i + f \hat{u}_i \right)^2
+ \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \left( \frac{\partial}{\partial y} k_1, y_i \right) + f \hat{v}_i \right)^2
+ \lambda J_m(\phi)
\]  

(1.10)

where \( N = 3n \), \( \hat{v}_i \) is the measured 500mb height and \( \hat{u}_i, \hat{v}_i \) are the observed wind components at station \( i \). \( \sigma_i^2 \) is a weight which is ideally the mean square error in the measured height field. \( \sigma_i^2 \) is the sum of the mean square error in the measured eastward component of the wind and the mean square error in the geostrophic approximation to the true eastward wind. \( \sigma_i^2 \) has the corresponding meaning for the northward component of the wind.

For \( m \geq 3 \) an explicit formula for the minimizer \( \phi_{N,m,\lambda} \) of (1.10) will be given.

Since we are going to choose \( \lambda \) from the data, it is only necessary that \( \sigma_1^2/\sigma_2^2 \) and \( \sigma_1^2/\sigma_3^2 \) are known reasonably well. Assuming all mean square errors are known, it has been suggested by Reinsch (1967) and others to choose \( \lambda \) so that the first three terms in (1.10) with \( \phi \) replaced by \( \phi_{N,m,\lambda} \) sum to 1. It has been shown, however (see Wahba 1975, Craven and Wahba 1979) that this will lead systematically to undersmoothing.

The idea of the generalized cross-validation function extends to the choice of \( \lambda \) and \( m \) in the minimizer of (1.10) and we can obtain the GCVF \( V_m(\lambda) \) which can be minimized to estimate good values of \( m \) and \( \lambda \).

In this example where \( \sigma_1^2, \sigma_2^2 \) and \( \sigma_3^2 \) may be different the minimizer of the GCVF estimates \( \lambda \) and \( m \) which best predict missing data points, inversely weighted by the appropriate \( \sigma_i^2 \).

We next turn to the analysis of a temperature field using both direct (balloon) and remote (satellite radiance) data. We assume that all data are measured at \( t = 0 \) and that \( z(x, y, p) \) represents the temperature. The data consists of direct measurement of the temperature from station \( i \) at pressure \( p_i \), and indirect satellite measurements of radiances \( I_i(v) \) at frequency \( v \) and subsatellite point \( (x_i, y_i) \). In the simplest case (cloudless, looking down), after some linearization and approximations\(^\gamma\), a known function \( r_i(v) \) of the measured radiance \( I_i(v) \) can be related to the temperature \( \phi \) by

\[
r_i(v) = \int_0^{p_o} K(v, p) \phi(x, y, z_{1}, z_{2}, p) dp
\]

(1.11)

where \( K(v, p) \) is known for each frequency \( v = v_1, \ldots, v_n \). (See Fritz et al (1972)).

Thus we seek \( \phi \) to minimize

\[
\frac{1}{N} \sum_{k=1}^{N} \frac{1}{\sigma_k^2} \left( (x_i, y_i, z_{1}) - \phi(x_k, y_k, p) \right)^2
+ \frac{1}{N} \sum_{k=1}^{N} \frac{1}{\sigma_k^2} \left( k(v, p) \phi(x_k, y_k, p) dp - r_k(v) \right)^2
+ \lambda J_m(\phi)
\]

(1.12)

where \( N \) is the total number of observations and

\( ^\gamma \) In the process of linearizing to obtain (1.11) a "first guess" field is used. One could obtain this first guess field by analyzing the balloon data alone by leaving out the radiance data in what follows. (Second term in (1.12)).
\[ J_{n}(\mu) = \sum_{a_{1}, a_{2}, a_{3}, m} \left( \frac{m!}{a_{1}!a_{2}!a_{3}!} \right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{\mu}{a_{1} a_{2} a_{3}} \right)^{\frac{1}{2}} \text{d}x \text{d}y \text{d}z \]

(1.13)

We will give an explicit formula for the minimizer \( \phi_{H,m,\lambda} \) of (1.12) and the GCVF \( V_{m}(\lambda) \) for this problem for \( m \geq 2 \). In theory, there is no difficulty in adding weak temperature constraints, or in carrying out the analysis in 3 space variables and one time variable with direct data, indirect data and weak constraints. (A finite number of strong constraints can be added too, we briefly indicate how.) In practice, the method has computational limits. The computation of \( \phi_{H,m,\lambda} \) requires the solution of a linear system of dimension close to the number \( N \) of "data" and "weak constraint" terms. The computation of the GCVF required the solution of an eigenvalue problem of size \( N \). We are obtaining very good results with \( N \) up to as large as 140 with present methods on the Univac 1108 at the University of Wisconsin, Madison, but improved algorithms will have to be developed to go beyond this point on this size machine. There is reason to believe that this can be done. Some algorithms handling four times as many points in certain special cases have been developed by Painha (1978).

In Section 2 we solve a general minimization problem of which all the previously mentioned problems are special cases. In Section 3 we give the GCVF and discuss computational methods. In Section 4, results of a Monte Carlo test of the method is given, using realistic simulated 500mb height data where the "true" field is known.

Analysis of the height field via minimization of (1.4) is an anisotropic method. Thiebaux (1977) has provided some evidence that an improved analysis may be obtained using methods which have different north-south and east-west scales. This feature may be incorporated here by making a change of scale \( x = kx \) and \( y = ky^{-1} \). A good scale parameter \( k \) may be estimated by GCV simultaneously with \( \lambda \) and \( m \).

Some very preliminary numerical results with actual reported 500mb height data from the U.S. rawinsonde network suggests that the \( k = 1 \) (i.e. isotropic) analysis can be improved upon by estimating \( k \). See Wendelberger (1980). We do not discuss anisotropic methods further here.

Kreiss (1979a, b) notes that for successful numerical solution of certain differential equations related to numerical weather forecasting, it is desirable to have initial conditions that have certain continuity properties. We conjecture that the methods suggested here can be used to provide these initial conditions.
2. Solution of a General Minimization Problem

In this Section we give a solution to a general minimization problem of which the minimization problems of (1.7), (1.10) and (1.12) are special cases.

Our results hold in any number of dimensions, most meteorological problems of interest will involve \( d = 2, 3 \) or \( 4 \). The \( d = 1 \) case is the familiar polynomial smoothing spline, see Reinsch (1967). We will say a function \( u \) of \( d \) variables \( x_1, x_2, \ldots, x_d \) is "smooth" if \( J_m(u) \) defined by

\[
J_m(u) = \int_{a_1}^{b_1} \cdots \int_{a_d}^{b_d} \left( \sum_{n=0}^{m} \frac{\partial^n u}{\partial x_1^{a_1} \cdots \partial x_d^{a_d}} \right)^2 \, dx_1 \cdots dx_d .
\]

is small. We will seek a "smooth" solution to our general minimization problem in a suitable (Hilbert) space \( \mathcal{X} \) of functions (which depends on \( d \) and \( m \) for which \( J_m(u) \) is well defined and finite. (\( \mathcal{X} \) is defined rigorously in the mathematical appendix.)

In this section we will state our mathematical results without proof. Most of the theory has appeared elsewhere, principally in the papers of Duchon (1976a), Meinguet (1978) and Wahba (1979a). In the mathematical appendix we will sketch the proof, relying heavily on previously published work. Minimization problems like those of (1.7), (1.10) and (1.12) can be solved explicitly when the data and the weak constraints are expressible in terms of continuous linear functionals on a (Hilbert) space \( \mathcal{X} \) of functions \( u \) for which \( J_m(u) \) is small. A (real) linear functional \( L \) on a Hilbert space is a functional which assigns a real number to each function \( u \) in the space with the property

\[
L(u_1 + u_2) = L(u_1) + L(u_2) .
\]

(See Akhiezer and Glazman (1961) for a basic introduction to Hilbert spaces, hopefully it is not necessary to understand Hilbert spaces to follow our results, only the proofs.) A continuous linear functional \( L \) in a Hilbert space is a linear functional with the following property: There exists a constant \( c \) depending only on \( L \) such that for each \( u \) in the space

\[
|L(u)| \leq c \|u\|
\]

where \( \|u\| \) is the norm of \( u \) in the space. (We will shortly give examples.)

We will identify a norm suitable for our purposes after making some observations about the special role of polynomials with respect to the smoothness criteria, \( J_m \). In \( d \) dimensional space there are \( \binom{M+n-1}{n-1} \) polynomials of total degree less than or equal to \( n-1 \). Letting \( \{ \phi_v \}_{v=1}^M \) be these polynomials we have for example, for \( d=2, n=2 \), then \( M=3 \) and,

\[
\phi_1(x_1, x_2) = 1, \quad \phi_2(x_1, x_2) = x_1, \quad \phi_3(x_1, x_2) = x_2 .
\]
Observe that $J_m(\psi_v) = 0$, $v = 1, 2, \ldots, M$, so that polynomials of total degree $\leq m-1$ are infinitely "smooth".

We can construct a proper norm on $X$ from $J_m$ if something is added to guarantee that the norm of $\psi_v$ is not 0. A suitable norm for our purposes is given by

$$
L_X u = (J_m(u) + \sum_{j=1}^{M} u^2(s_j))^{1/2} \quad (2.2)
$$

where $s_j = (s_{1j}, s_{2j}, \ldots, s_{dj})$, $j = 1, 2, \ldots, M$ are $M$ points in $d$-space such that

$$
\sum_{j=1}^{M} \psi_v^2(s_j) > 0
$$

for each polynomial $\psi_v$, $v = 1, 2, \ldots, M$. The particular choice of the $s_j$ is irrelevant here and will cancel out in the calculation of our solution to the general minimization problem below. With the norm defined by (2.2) it can be shown (Duchon, 1977) that

$$
Lu = u(t^*)
$$

is a continuous linear functional on $X$ for each fixed $t^* = (x_1^*, \ldots, x_d^*)$ provided

$$
2m - d > 0 \quad (2.3)
$$

and that

$$
Lu = \frac{\partial^k u}{\partial x_1^{a_1} \cdots \partial x_d^{a_d}} \bigg|_{(x_1^*, \ldots, x_d^*)} = t^*
$$

with

$$
a_1 + \cdots + a_d = k
$$

is a continuous linear functional on $X$ for each fixed $t^*$, provided that

$$
2m - 2k - d > 0 \quad (2.4)
$$

Linear functionals of the form

$$
Lu = \int \int K(x_1, \ldots, x_d) u(x_1, \ldots, x_d) \, dx_1 \cdots dx_d
$$

are also continuous on $X$ if for example $\hat{u}$ is a bounded set and

$$
\int \int |K(x_1, \ldots, x_d)| \, dx_1 \cdots dx_d < \infty.
$$

We remark that $Lu = u(t^*)$ is not a continuous linear functional on $X$ if $n = 1$, $d = 2$, and this leads to the difficulties mentioned previously in regard to the minimization of (1.2).

The reason one can explicitly solve optimization problems of the type we are considering when the data functionals are continuous linear functionals is that for each such continuous linear functional $L$ we are guaranteed the existence of a function $nX$, to be called the representor of $L$, with the property that
Theorem:  
Let \( L_1, L_2, \ldots, L_N \) be \( N \) linearly independent continuous linear functionals on \( \mathcal{X} \) and suppose  
\[
\frac{1}{N} \sum_{k=1}^{N} \left( \frac{L_k u - z_k}{a_k} \right)^2 + \lambda J_m(u) = 0, \quad k = 1, 2, \ldots, N 
\]  
implies that all the \( a_i \) are 0.

Then the solution to the problem: Find \( u \in \mathcal{X} \) to minimize  
\[
\frac{1}{N} \sum_{j=1}^{N} \left( \frac{L_j u - z_j}{a_j} \right)^2 + \lambda J_m(u) = \min
\]  
is unique and has the representation  
\[
u_{N,m,1}(\xi) = \sum_{j=1}^{N} \zeta_j(\xi) e_j(t) + \sum_{v=1}^{M} d_v \varphi_v(\xi)
\]  
where  
\[
\zeta_j(\xi) = L_j(\xi) e_j(t), \quad j = 1, 2, \ldots, N
\]  
\[
\varphi_v(\xi) = \prod_{i=1}^{d} a_i^{\alpha_i}, \quad v = 1, 2, \ldots, M
\]
where each $v$ stands for one of the $M$ sets $(a_1, \ldots, a_d)$ with
\[
\sum_{i=1}^{d} a_i \leq m-1.
\]
The function $E_m(\xi, \eta)$ of two vector variables
\[
(\xi, \eta) \text{ is defined as follows. If } \xi = (x_1, \ldots, x_d), \eta = (x_1, \ldots, x_d),
\]
then
\[
|\xi - \eta| = \left( \sum_{i=1}^{d} (x_i - y_i)^2 \right)^{1/2}, \text{ and}
\]
\[
E_m(\xi, \eta) = E(|\xi - \eta|) \quad (2.11)
\]
\[
E_m(\xi, \xi) = \vartheta_{m}^{2m-d} \quad \text{d even}
\]
\[
= \vartheta_{m}^{2m-d} \quad \text{d odd}
\]
where
\[
\vartheta_{m} = \frac{(-1)^{d/2+1} m}{2^m - d^2 (m-1)^2 (m-2)^2} \quad \text{d even}
\]
\[
= \frac{(-1)^{(d/2)-1} m}{2^m - d^2 (m-1)^2} \quad \text{d odd}
\]
The notation $L_{j}(\xi) E_m(\xi, \xi)$ means that the linear functional $L_{j}$ is applied to $E_m$ considered as a function of $\xi$. The coefficient vectors $\xi = (c_1, \ldots, c_N)$ and $\eta = (d_1, \ldots, d_N)$ are determined by
\[
E_{m}(\xi, \xi) = E_{m}(\eta, \eta) = E_{m}(\xi, \eta)
\]
\[
\text{d} \quad \text{d}
\]
\[
(2.13)
\]
\[
(2.14)
\]
where $K$ is the $N \times N$ symmetric matrix with $jk^{th}$ entry
\[
L_{j}(\xi) k(\eta) E_{m}(\xi, \xi)
\]
\[
(2.15)
\]
$T$ is the $N \times M$ matrix with $ju^{th}$ entry
\[
L_{ju}^{k}
\]
\[
(2.16)
\]
and $D_{0}$ is the $N \times N$ diagonal matrix with $jj^{th}$ entry $a_{j}$.

Example: The simplest example is when the bounded linear functionals are all evaluation functionals: $L_{j} = u(t_{j})$, $j = 1, 2, \ldots, N$. For condition (2.6) to be satisfied it is necessary that the $N$ points $t_{1}, \ldots, t_{N}$ do not lie in a hyperplane of dimension $d-1$ or less. For example, if $d = 2$, then we need $N \leq \binom{d+1}{2}$ and the $N$ points must not fall on a straight line. Then
\[
L_{j}(\xi) E_{m}(\xi, \xi) = E_{m}(t_{j}, \xi) = E_{j}(t)
\]
\[
(2.17)
\]
\[
L_{j}(\xi) k(\xi) E_{m}(\xi, \xi) = E_{m}(t_{j}, \xi, \xi)
\]
\[
(2.18)
\]
\[
L_{j}(\xi) = \vartheta_{j}(t_{j})
\]
\[
(2.19)
\]
If \( L(u) = \frac{\partial^k u}{\partial x_1^{a_1} \ldots \partial x_d^{a_d}} \), \( k = a_1 + \ldots + a_d \),

we have

\[
\zeta(x_1, \ldots, x_d) = \frac{\partial^k}{\partial y_1^{a_1} \ldots \partial y_d^{a_d}} \left. E_m(x_1, \ldots, x_d; x_1^n, \ldots, x_d^n) \right|_{(y_1, \ldots, y_d) = (x_1^n, \ldots, x_d^n)}
\]

where

\[
E_m(x_1, \ldots, x_d; x_1^n, \ldots, x_d^n) = E_m(z, \xi)
\]

with

\[
\xi = (x_1, \ldots, x_d)
\]

\[
\tau = (x_1^n, \ldots, x_d^n)
\]

The differentiation can be carried out explicitly and the \( \zeta \)'s, \( K \) and \( T \) found explicitly. For example, if \( d = 2, m = 3, L(u) = \frac{\partial^3 u}{\partial x_1^2 \partial x_2}, \)

\[
L(u) = \frac{\partial^3}{\partial x_1^2 \partial x_2} \left|_{(x_1, x_2)} \right. \zeta(x_1, x_2)
\]

say, then

\[
\zeta_j(x_1, x_2) = \frac{2}{\partial x_1^2} \left. E_3(x_1, x_2; x_1^n, x_2^n) \right|_{y_1 = x_1^n, y_2 = x_2^n}
\]

\[
= \frac{2}{\partial x_1^2} \left. \frac{\partial^3}{\partial x_1^2 \partial x_2} \left[ (x_1 - x_1)^2 + (x_2 - x_2)^2 \right] \ln \left[ (x_1 - x_1)^2 + (x_2 - x_2)^2 \right] \right|_{y_1 = x_1^n, y_2 = x_2^n}
\]

\[
= \frac{2}{\partial x_1^2} \left. \frac{\partial^3}{\partial x_1^2 \partial x_2} \left[ (x_1 - x_1)^2 + (x_2 - x_2)^2 \right] \ln \left[ (x_1 - x_1)^2 + (x_2 - x_2)^2 \right] \right|_{y_1 = x_1^n, y_2 = x_2^n}
\]

\[
+ \left[ (x_1^n - x_1)^2 + (x_2^n - x_2)^2 \right] (x_1^n - x_1)
\]

etc. In general \( \zeta \) of this form may not be known explicitly, then a quadrature approximation may be necessary. An appropriate quadrature approximation for a similar problem can be found in Dyn and Wahba (1979). We discuss the calculation of the coefficient vectors \( \zeta \) and \( d \) of (2.13) and (2.14) in conjunction with the calculation of the GCVF in the next section.
We remark that in the more familiar Hilbert spaces of functions for which
\[ ||u|| = \left( \int \cdots \int u^2(x_1, \ldots, x_d) dx_1 \cdots dx_d \right)^{1/2} \]
the evaluation functionals \( l_k u = u(t_k) \) are not continuous.

3. **Cross Validation and the GCVF**

Before discussing cross validation we remark that the requirement to compute the GCVF will influence the choice of method of solving (2.13) and (2.14) for \( c \) and \( d \).

We first define the "ordinary" cross validation function \( V_n^o(\lambda) \). Let \( u_{N,m,\lambda}^{(k)} \) be the minimizer of
\[
\frac{1}{N} \sum_{j=1}^{N} \frac{(L_j u - z_k)^2}{\sigma_j^2} + \lambda L_n(u) .
\]

Then,
\[
L_k u_{N,m,\lambda}^{(k)} - z_k
\]

is the difference between the \( j^{th} \) data point and an estimate of the \( n^{th} \) data point from the remaining data when \( m \) and \( \lambda \) are used. If \( m \) and \( \lambda \) are a good choice the quantities in (3.1) should be small on the average and we measure this by
\[
V_n^o(\lambda) = \frac{1}{N} \sum_{k=1}^{N} \frac{(L_k u_{N,m,\lambda}^{(k)} - z_k)^2}{\sigma_k^2} .
\]

A simplified expression for \( V_n^o(\lambda) \) can be obtained in terms of a certain \( N \times N \) matrix \( A_n(\lambda) \) defined by
\[
\begin{pmatrix}
L_1 u_{N,m,\lambda} \\
L_2 u_{N,m,\lambda} \\
\vdots \\
L_N u_{N,m,\lambda}
\end{pmatrix} = A_m(\lambda) \mathbf{z}
\] (3.3)

where \( \mathbf{z} = (z_1, \ldots, z_N)^\top \). A formula for \( A_m(\lambda) \) will be given later. \( A_m(\lambda) \) is to be thought of as the matrix which maps the data vector \( \mathbf{z} \) into the "smoothed data vector" \( (L_1 u_{N,m,\lambda}, L_2 u_{N,m,\lambda}, \ldots, L_N u_{N,m,\lambda})^\top \). This simplified expression for \( V_m^n(\lambda) \) can be obtained through the use of the following.

**Theorem:**

\[
L_k u_{N,m,\lambda}^{(k)} = z_k = (L_k u_{N,m,\lambda} - z_k)/(1 - a_{kk})
\] (3.4)

where \( a_{kk} = a_{kk}(m,\lambda) \) is the \( k \)th entry of \( A_m(\lambda) \).

**Proof:** This theorem is proved for the special case \( d = 1, \sigma^2 = 1 \) and \( L_k u = u(t_k) \) in Craven and Wahba (1979). However the argument in Craven and Wahba is a variational one independent of the context and the proof of present theorem follows immediately. We have as a result that \( V_m^n(\lambda) \) of (3.2) is also given by

\[
V_m^n(\lambda) = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{\sigma_k^2} \left( \frac{(L_k u_{N,m,\lambda} - z_k)^2 w_k(n,\lambda)}{(1 - a_{kk})^2} \right)
\] (3.5)

We are assuming that the criteria for choosing \( \lambda \) and \( m \) is based on the following model:

\[
z_j = L_j u^* + e_j, \quad j = 1, 2, \ldots, N
\]

where \( u^* \) is the "true" field and \( e_j \) is an error which is assumed to have mean 0 and mean square \( \sigma_j^2 \). We define an error function when \( m \) and \( \lambda \) are used as

\[
R_m(\lambda) = \frac{1}{N} \sum_{j=1}^{N} \frac{(L_j u - L_j u_{N,m,\lambda})^2}{\sigma_j^2}.
\] (3.6)

where the \( \mathbb{E} \) means "expected value". \( R_m(\lambda) \) is not computable of course, since \( u^* \) is not known. It would be nice to establish that \( \lambda \) and \( m \) which minimize \( V_m^n(\lambda) \) are good estimates of the \( \lambda \) and \( m \) which minimize \( R_m(\lambda) \). It has been shown under some moderately general assumptions on \( A_m(\lambda) \) which will usually be satisfied here (see Golub, Heath and Wahba 1977), that it is better to minimize the GCVF \( V_m^n(\lambda) \) defined by

\[
V_m^n(\lambda) = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{\sigma_k} \left( L_k u_{N,m,\lambda} - z_k \right)^2 w_k(n,\lambda)
\] (3.7)

\[
= \frac{1}{N} \sum_{k=1}^{N} \frac{1}{\sigma_k} \left( L_k u_{N,m,\lambda} - z_k \right)^2 w_k(n,\lambda)/(1 - a_{kk})
\] (3.8)

where

\[
w_k = (1 - a_{kk})^2/(1 - \frac{1}{N} \sum_{l=1}^{N} a_{ll})^2.
\]
By better means, on the average to better estimate the minimizers of \( R_m(\lambda) \). In fact, under certain general conditions for large \( N \), \( E V_m(\lambda) \)
\( = R_m(\lambda) + 1 \), see Craven and Wahba (1979). In the special case
\[ a_{11} = a_{22} = \ldots = a_{NN} \]
then \( V_m(\lambda) \) and \( V^*(\lambda) \) coincide. It is fortunate that it is better to minimize \( V_m(\lambda) \) because \( V_m(\lambda) \) is much easier to compute than \( V^*(\lambda) \). In particular using the definition of \( A_m(\lambda) \) in (3.3) it follows that
\[
V_m(\lambda) = \frac{1}{2} \frac{\log^{-1} (1 - A_m(\lambda))}{\text{trace}(1 - A_m(\lambda))} E^2
\]
where \( D_0 \) is the diagonal matrix with \( j \)-th entry \( a_j \), the trace of a matrix is the sum of its diagonal entries, and \( E \)-\( E \) is the Euclidean norm.

The following facts are established in the mathematical appendix:

i) \( \xi = R(R'K + K R' D_0^{-2} R)' R' \)
\[ \xi = R(R'K + K R' D_0^{-2} R)' R' \]
(3.10)

ii) \( d = (T_0^{-2} T_0^{-2})^{-1} T_0^{-2}(\xi - K_2) \)
\[ d = (T_0^{-2} T_0^{-2})^{-1} T_0^{-2}(\xi - K_2) \]
(3.11)

(iii) \( I - A_m(\lambda) = R D_0^{-2} R (R'K + K R' D_0^{-2} R) R' \)
\[ I - A_m(\lambda) = R D_0^{-2} R (R'K + K R' D_0^{-2} R) R' \]
(3.12)

where \( R \) is any \( N \times N-M \) dimensional matrix of rank \( N-M \) satisfying \( R'R = 0 \).

iv) The \( N-M \times N-M \) dimensional matrix \( B \) defined by \( B = R'K R \)
is always strictly positive definite (although \( K \) may not be).

We now discuss a computational procedure which we have successfully implemented for the special case \( d = 2 \).

\[ \lambda_j = v(t_j), \quad v_j = 2, \quad m = 2, 3, 4, 5, \text{ or } 6, \text{ and } N \leq 120. \]

\( R \) can always be chosen so that \( R D_0^{-2} R = I_{N-M} \) where \( I_{N-M} \)
is the \( N-M \) dimensional identity matrix. This is done numerically as follows: Let \( T = D_0^{-1} T \) and form the matrix \( C = I - T T' T^{-1} \).

This symmetric non negative definite matrix is a projection matrix of rank \( N-M \) satisfying \( T C = 0_{N-M} \times N-M \) and so it has \( N-M \) eigenvalues equal to one and \( M \) eigenvalues equal to zero. The \( N-M \) eigenvectors \( \tilde{r}_1, \tilde{r}_2, \ldots, \tilde{r}_{N-M} \), say, corresponding to the ones have the property

\[ T \tilde{r}_j = 0, \quad j = 1, 2, \ldots, N-M, \]

and the property that the \( N \times N-M \) dimensional matrix \( \tilde{R} \) with columns \( \tilde{r}_1, \ldots, \tilde{r}_{N-M} \) satisfies \( \tilde{R}' \tilde{R} = I \). The eigenvectors corresponding to the ones are not individually uniquely defined of course, any set will do. Let \( r_j = D_0^{-1} \tilde{r}_j \) and \( R = D_0^{-1} \tilde{R} \). Then \( T r_j = T \tilde{r}_j = 0, \)
\[ j = 1, 2, \ldots, N-M \text{ and } R D_0^{-2} R - R R' = I. \]
Thus \( R \) is the desired matrix.

We successfully used EISPACK (Smith et al. 1976) in double precision to deliver the \( \{ r_j \} \) given \( C \), for \( N \) up to about 120. Once \( R \) is determined, let the eigenvalue decomposition of \( B = R K R' \) be

\[ B = U D U', \]

where \( D \) is a diagonal matrix with \( j \)-th entry \( \lambda_j \).
where $U$ is orthogonal and $D_B$ is the diagonal matrix with diagonal entries the eigenvalues $b_i$, of $B$, $i = 1, 2, \ldots, N-M$. The $b_i$ are theoretically all positive. Then $\xi$ is readily computed from the identity

$$
\xi = RU((D_B + N\cdot I)^{-1}UR^Tz)
$$

and it is shown in the appendix that

$$
g = (T^T)^{-1}T^T(D_B + N\cdot I)^{-1}(\xi - Kz).
$$

Since

$$
(D_B + N\cdot I)^{-1}(I - A_n)z = N\cdot D_B^{-1}z
$$

we have

$$
V_\alpha = \frac{1}{\sum_{i=1}^{N-M} b_i} \frac{1}{(N\cdot I)^2} \frac{1}{\sum_{i=1}^{N-M} \frac{w_i^2}{b_i + N\cdot I}} \frac{1}{\sum_{i=1}^{N-M} \frac{1}{b_i + N\cdot I}}
$$

where $w = (w_1, \ldots, w_{N-M})^T = UR^Tz$.

---

4. Numerical Experiments

We have programmed and tested the method for analyzing data from simulated 500mb height fields using simulated data at $N = 114$ North American radiosonde station locations. The simulated data were obtained from a mathematical model of 500mb height fields used by Dr. Thomas Koehler of the Department of Meteorology at the University of Wisconsin that was based on an earlier model developed by Sanders (1971). The location of the 114 stations is given in Figure 1. The equations generating the field are given in Appendix 2. Discussion of the rationale behind the model appears in Koehler's thesis (1979). Contour maps of the model fields appear below together with contour maps of the analyzed fields determined from the simulated data. Data were simulated by computing the "true" 500mb height at station $i$ by calling Koehler's program and adding a simulated measurement error. The simulated measurement error was obtained by calling the pseudo random number generator RANDNBR in the University of Wisconsin Academic Computing Center library. This program obtains a pseudo random normally distributed number with mean 0 and standard deviation 1 and multiplies this number by a constant which is given here as the standard deviation of the measurement error. This procedure resulted in a set of 114 simulated measured 500mb heights which were then used to obtain an analyzed field. This is the simulated data vector $z$. To recapitulate the formulas for obtaining the analyzed field, we go back to the main theorem. Here $N = 114$, $d = 2$, and we have
Location of Model Radiosonde Stations and Boundary of Grid used for Evaluation of the Analysis
considered \( m = 2, 3, 4, 5 \) and 6. The analyzed field is given by \( u_{N,n,\lambda} \) of equation (2.8) where \( c_j \) is defined by (2.9), \( \xi_v \) is defined by (2.10), \( K \) is defined by (2.11) and (2.12), and \( T \) is defined by (2.16) and (2.19). For each \( m \), \( V_m(\lambda) \) is defined by (3.9), where \( D_o \) is taken as the identity matrix since all measurement errors are assumed to have the same standard deviation. \( V_m(\lambda) \) is computed as in Section 3, but since \( D_o \) is the identity matrix then \( T = T \). The earth was assumed "flat" and latitude and longitude coordinates were treated as \((x,y)\) for the analysis of the field and then converted back to latitude and longitude in the contour maps given below.

In the first series of experiments we considered one field (to be called Example 1) and considered \( \sigma = 5, 10, 15, \) and 20 meters. For each data set (i.e. value of \( \sigma \)) we let \( m = 2, 3, 4, 5 \) and 6. Let us first examine the choice of \( \lambda \). In the first example discussed here, \( \sigma = 10 \) and \( m = 5 \). (\( m = 5 \) was the "estimated" \( m \) for this case, more about that next.) Figure 2 gives a plot of \( V_5(\lambda) \) vs. \( \lambda \) and \( R_5(\lambda) \). Here \( R_m(\lambda) \) is defined as

\[
R_m(\lambda) = \frac{1}{N} \sum_{i=1}^{N} (u_{n,m,\lambda}(t_i) - u(t_i))^2
\]

where \( u(t_i) \) is the "true", i.e. model 500mb height field at station \( i \). Theoretically, \( V_m(\lambda) \) should "track" \( R_m(\lambda) \) near the minimum of \( R_m(\lambda) \) (see Craven and Wahba (1979), Golub, Heath and Wahba (1977)). In practice \( R_m(\lambda) \) is not known but in this example which is fairly typical, it can be seen that the minimizer, call
it \( \hat{\lambda} \), of \( V_m(\hat{\lambda}) \) is a very good estimate of the minimizer of \( R_m(\lambda) \). In fact the "inefficiency" \( R_M(\hat{\lambda})/\min \lambda R_M(\lambda) = 1.005 \).

Figure 3 illustrates how \( m \) is chosen from the data, and how good this choice is. To study variability of the method with \( m \) and \( \sigma \), the same set of 114 pseudo random numbers has been used in each of the twenty = 5 x 4 analyses behind Figure 3. The pseudo random number for station 1 was multiplied by \( \sigma = 5, 10, 15, \) and 20 in turn to get four data sets.

Figure 3(a) plots \( V_m \) at the minimizing value \( \hat{\lambda} \) for \( m = 2, 3, 4, 5 \) and 6 for the first data set (\( \sigma = 5 \)). The minimizing value \( \hat{\lambda} \) will be different in each case. According to Figure 3(a) the choice of \( m = 5 \) would be made from the data. For comparison \( R_m(\hat{\lambda}) \) is also given. Figures 3(b), 3(c) and 3(d) give the same plots for the other three data sets with \( \sigma = 10, 15, \) and 20. It is seen that the choice \( m = 5 \) would be made from the data in each case. In general \( R_m(\hat{\lambda}) \) is very close to \( \min \lambda R_M(\lambda) \) and these plots suggest that choosing \( m \) to minimize \( V_m(\hat{\lambda}) \) will result in a good choice of \( m \). However, \( R_m(\hat{\lambda}) \) for \( m = 4 \) and \( m = 6 \) is only slightly larger than \( R_5(\hat{\lambda}) \).

The two points corresponding to the \( m = 5, \sigma = 10 \) case of Figure 2 are circled in Figure 3(b). Figures 4(a), (b), (c), and (d) give the model and analyzed field for \( m = 5 \) with the estimated \( \lambda \) for each \( \sigma \) tried. The model field contours (dashed lines) are the same in each figure. The analyzed field contours are solid lines. The contours are labeled in tens of meters.
FIGURE 4a
Model and Analyzed Field, $\sigma = 5$

FIGURE 4b
Model and Analyzed Field, $\sigma = 10$
FIGURE 4c
Model and Analyzed Field, $\sigma = 15$

FIGURE 4d
Model and Analyzed Field, $\sigma = 20$
From the data behind Figure 3 one can establish that 
\((r_m(\hat{\lambda}))^{1/2}\) is between .6 and .9. Thus the measurement 
noise is being filtered out to give a better estimate overall, of the station 500 mb height than the measured heights!

In practice of course we want the analyzed field to be a
good estimate of the true field over the whole region, not
just at the points where it is measured. To determine how
well this goal is being met the RMSE of the analyzed field
over a 17 x 26 grid covering the region outlined over North
America with a solid line in Figure 1 was computed. This
RMSE is defined as follows:

\[
RMSE = RMSE(m,\lambda) = \left(\frac{1}{17 \times 26}\sum_{i=1}^{114}(\hat{u}(\lambda)_{i,m} - u(\lambda))_{i,m})^2\right)^{1/2}
\]

where \(\lambda\) is the estimated \(\lambda\) for each \(m\). RMSE is, of course, an
overall measure of how well an entire field can be estimated
over a region from the 114 data points.

Figure 5 gives plots of RMSE(m,\(\lambda\)) for the four values
of \(\sigma\) tested. RMSE(m,\(\lambda\)) is generally greater than \((R_m(\hat{\lambda}))^{1/2}\).
For comparison \((R_m(\hat{\lambda}))^{1/2}\) is also plotted. The excess of
RMSE(m,\(\lambda\)) over \((R_m(\hat{\lambda}))^{1/2}\) reflects the inability of the method
to interpolate between data points.

It can be seen from Figure 5 that by the RMSE criteria
an \(m\) somewhat smaller than 5 would give slightly better results
in these examples. To what extent this result on a model field
carries over to real fields is really a question of how closely
the model represents the real world with respect to the feature
being tested.

RMSE(m,\(\lambda\)) and \((R_m(\hat{\lambda}))^{1/2}\) vs. \(m\) for \(\sigma = 5,10,15\) and 20
To get a feel for the variability of the analysis with actual variation in the measurement errors, Example 1 above with $\sigma = 10$ was replicated beginning with a new set of random numbers. $V_{\hat{m}}(\lambda)$ was computed from the data and $m = 5$ was again chosen from the data.

The estimated value $\hat{\lambda}$ in the second replicate was very close to $\lambda$ in the first replicate. (Remember that the "model" field is identical in both cases.) However, while the RMSE was 13.69 in the first replicate, it was 17.13 in this one. The model and the two analyzed fields for this case appear in Figure 6.

Finally, we look at variations as the field varied. Three other fields in addition to the first example were generated by moving the field from west to east. The four fields are characterized by the parameter ALON, in the model in Example 1.

ALON = 95, the other three cases are 90, 100 and 105. The second replicate with ALON = 95 is used in this series, and the same set of 114 original random numbers used in the second replicate is used in the other three examples here. A set of data with $\sigma = 10$ was generated for each of these three new fields. The estimated values of $m$ were

<table>
<thead>
<tr>
<th>ALON</th>
<th>$\hat{m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>6</td>
</tr>
<tr>
<td>95</td>
<td>5 (already given)</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>105</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 7 gives a plot of the true and analyzed field in each of these four cases. The RMSE values were

<table>
<thead>
<tr>
<th>ALON,</th>
<th>RMSE(m, λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>105</td>
<td>8.40</td>
</tr>
<tr>
<td>100</td>
<td>10.80</td>
</tr>
<tr>
<td>95</td>
<td>17.13</td>
</tr>
<tr>
<td>90</td>
<td>13.08</td>
</tr>
</tbody>
</table>

We have used $\sigma = 10$ as a typical value here because the results in Thiebaux (1977) (Table I, first row, fifth column) suggest that the root mean square measurement error at Topeka is less than 10 meters (assuming 0 mean measurement errors). Note an earlier study (AWS 1955) has estimated $\sigma$ at around 20 meters.

The question of whether in practice $m$ and $\lambda$ can be effectively chosen once and for all or should be estimated dynamically from the data has not been completely addressed here. This question can be addressed with "model" data only to the extent that the model represents the real world with respect to the phenomena being studied. Furthermore, if the criteria is minimum RMSE then this question cannot be answered with real data unless it is available on a fine grid. Predictive ability on the measurement grid can be studied in experiments philosophically like those of Thiebaux (1977), who omitted data from Tulsa and then examined how well the Tulsa data could be estimated from other data. We are presently doing this with both the isotropic and anisotropic method and preliminary results are very promising.

A few preliminary experiments we have carried out with a limited set of examples have resulted in effectively similar values of $\lambda$ for fixed $m$. If $m$ and $\lambda$ can be fixed, then the cost of repetitive estimation of $w_{N,m,\lambda}$ from data from a given set of stations becomes very cheap.

Ultimately questions whether $m$ and $\lambda$ should be estimated from the data or can safely be "fixed" at some prior value will have to be determined with respect to the ultimate use to which the analyzed field is put, e.g. if it is used in a forecast model, then one should determine whether dynamic estimation of $\lambda$ and $m$ is cost effective in terms of better forecasts.
Four Examples with $\sigma = 10$
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Appendix I
Mathematical Foundations

This appendix is not self-contained, to make it so would be a small monograph. Rather, it is an outline as to how known results may be combined to obtain the Main Theorem.

The appropriate rigorous definition of $\mathcal{X}$ is: "$\mathcal{X}$ is the vector space of all the (Schwartz) distributions for which all the partial derivatives in the distributional sense of total order $m$ are square integrable." (Meinguet (1979) eqn. (4))

Choosing a set of points $z_1, z_2, \ldots, z_M$ in $d$ space with the property

$$\sum_{j=1}^{M} \phi_j^2(z_j) = 0, \quad \phi_j \neq 0, \quad j = 1, 2, \ldots, M$$

$\mathcal{X}$ can be decomposed into the direct sum of two spaces,

$$\mathcal{X} = \mathcal{X}_0 \bigoplus \mathcal{X}_{-1}$$

where $\mathcal{X}_{-1}$ is the $M$ dimensional space of polynomials of total degree less than $m$ and $\mathcal{X}_0$ is a proper Hilbert space of functions which are 0 at $z_1, z_2, \ldots, z_M$. It can be shown that $(J_m(u))^{1/2}$ is a norm on $\mathcal{X}_0$ and

$$\|u\|_m = (\sum_{j=1}^{M} u_j^2(z_j))^{1/2}$$

is a norm on $\mathcal{X}_{-1}$. Meinguet has found the reproducing kernel $K(z, \xi)$ for $\mathcal{X}_0$ with the norm $J_m$ and it is but a brief step to deduce from his results that the reproducing kernel $Q(\xi, \xi')$ for $\mathcal{X}$ with
the norm given by (2.2) is

\[ Q(s,t) = K(s,t) + M(s,t) \]

where

\[ K(s,t) = \sum_{\nu=1}^{M} p_\nu(t)E_{\nu}(s,t) \]

\[ \sum_{\nu=1}^{M} p_\nu(t)E_{\nu}(t,s) \]

\[ + \sum_{\mu,\nu=1}^{M} p_\mu(t)p_\nu(t)E_{\mu}(s,s) \]

\[ R(s,t) = \sum_{\nu=1}^{M} p_\nu(t)p_\nu(t) \]

and the \( p_\nu \) are the \( M \) polynomials satisfying \( p_j(s_j) = 1 \), \( \nu = j = 0 \) otherwise. See Aronszajn (1950) for a basic treatise on reproducing kernels. Using this reproducing kernel, it can be immediately deduced from Lemma (5.1) of Kimeldorf and Wahba (1971) that the solution to the minimization problem of (2.7) is given by

\[ u_{N,m,n}(t) = \sum_{j=1}^{M} c_j k_j(t) + \sum_{\nu=1}^{M} \tilde{d}_\nu p_\nu(t) \]  \hspace{1cm} (A.1)

where

\[ k_j(t) = L_j(s)K(s,t) \]

and

\[ \zeta = M^{-1}(I-S(S'H^{-1}S)^{-1}S'H^{-1})\zeta \]  \hspace{1cm} (A.2)

\[ \tilde{d} = (S'H^{-1}S)^{-1}S'H^{-1}\zeta \]  \hspace{1cm} (A.3)

where

\[ M = K + N\lambda d \]

\( K \) is the \( N \times N \) matrix with \( jk \)th entry

\[ L_j(s)K(s,t) \]

and \( S \) is the \( M \times N \) matrix with \( \nu j \)th entry

\[ L_j p_\nu \]

By premultiplying (A.2) by \( S' \) one obtains

\[ S'\zeta = 0 \]

and by premultiplying (A.2) by \( M \) one obtains
\[ M \xi = (K + \frac{N}{2}) \xi = \xi - S(S' M^{-1})^{-1} S' M^{-1} \xi \]

\[ = \xi - Sd \]

It can then be checked that the basis \((p_{\mu})^M_{\nu} \) for \( p_{\mu-1} \) can be replaced by the numerically more convenient basis \((Q_{\nu})^M_{\mu} \) by merely replacing \( S \) by the \( M \times N \) matrix \( T \) with \( j \)th entry \( L_{j, \nu} \) everywhere in \( S \). (This follows since \( p_{\mu-1} = \sum_{\nu=1}^{M} \theta_{\mu\nu} Q_{\nu} \) for some \( \theta_{\mu\nu} \) and then \( L_{j, \nu} \) \( (Q_{\nu})^M_{\mu} \).) It can be checked that

\[ \sum_{\nu=1}^{M} d_{p_{\mu}}(t) = \sum_{\nu=1}^{M} d_{Q_{\nu}}(t) \]

where

\[ d = (T' M^{-1})^{-1} T' M^{-1} \]

and that all equations involving \( \xi \) still hold upon replacing \( S \) by \( T \). The result is

\[ u_{N, M, \xi}(t) = \sum_{j=1}^{N} c_{j} k_{j}(t) + \sum_{\nu=1}^{M} d_{p_{\nu}}(t) \]

(A.4)

where

\[ (K + \frac{N}{2}) \xi = \xi - Td \]

\[ T' \xi = 0 \]

Now, let

\[ c_{j}(t) = L_{j}(t)^{M}_{\xi}(s, t) \]

Then it is easy to show that for any \( \xi \) with \( T' \xi = 0 \), that

\[ \sum_{j=1}^{N} c_{j} k_{j}(t) = \sum_{j=1}^{N} c_{j} k_{j}(t) + (a \text{ polynomial of degree } \leq m - 1) \]

(A.5)

Using (A.5) and the fact that \( T' \xi = 0 \), one can show after some manipulation that \( u_{N, M, \xi}(t) \) of (A.4) is equal to

\[ u_{N, M, \xi}(t) = \sum_{j=1}^{N} c_{j} \xi_{j}(t) + \sum_{\nu=1}^{M} d_{p_{\nu}}(t) \]

where

\[ (K + \frac{N}{2}) \xi = \xi - Td \]

(A.6)

\[ T' \xi = 0 \]

(A.7)

and \( K \) is the \( N \times N \) matrix with \( jk^{th} \) entry \( L_{j}(t)^{L_{k}}(s, t) \). This is the Main Theorem.
We next obtain (3.10) and (3.11) from (2.13) and (2.14):

\[ \begin{align*}
\xi &= R(R^T R + N N^T D - 2 R)^{-1} R^T \xi \\
\dot{\xi} &= (T^T D^{-2} T)^{-1} T^T D^{-2} (\xi - K \xi) \\
(K + N N^T D^{-2}) \xi + T \bar{d} &= \bar{z} \\
T' \xi &= 0
\end{align*} \]

(3.10) \hspace{2cm} (3.11) \hspace{2cm} (2.13) \hspace{2cm} (2.14)

Here \( R \) is any \( N \times N \)-matrix of rank \( N - M \) satisfying \( R^T R = 0 \).
Since \( T' \xi = 0 \) there exists a unique \( N \)-vector \( \chi \), say, with

\[ \xi = R \xi. \]

(A.8)

Left multiplying (2.13) by \( R^T \) and substituting in (A.8) gives

\[ \begin{align*}
R^T (K + N N^T D^{-2}) R \xi &= R^T \xi \\
\chi &= (R^T (K + N N^T D^{-2}) R)^{-1} R^T \xi
\end{align*} \]

(A.9)

and left multiplying (A.9) by \( R \) gives (3.10). To get (3.11)
left multiplying (2.13) by \( T^T D^{-2} \) to get

\[ \begin{align*}
T^T D^{-2} K \xi + T^T D^{-2} T \bar{d} &= T^T D^{-2} \xi \\
\text{left multiplying by} \ (T^T D^{-2} T)^{-1} \text{gives} (3.11).
\end{align*} \]

To obtain (3.12)

\[ I - A_n(\lambda) = N N^T D^{-2} R (R^T R + N N^T D^{-2} R)^{-1} R \]

(3.12)

It is necessary to know that

\[ L_k \xi_j = L_k(\xi) L_j(\xi) E_n(\xi, \xi) \]

This is not hard to check from the definitions. Then one has

\[ \sum_{k=1}^{N} \sum_{j=1}^{M} c_j L_k \xi_j + \sum_{v=1}^{M} d_v L_k \xi_v \]

or

\[ \left( \begin{array}{c}
L_{1} u_{N, n, \lambda} \\
L_{2} u_{N, n, \lambda} \\
\vdots \\
L_{N} u_{N, n, \lambda}
\end{array} \right) = K \xi + T \bar{d} \]

and by the definition of \( A_n(\lambda) \), we have

\[ K \xi + T \bar{d} = A_n(\lambda) \xi \]

Thus

\[ (I - A_n(\lambda)) \xi = \xi - K \xi - T \bar{d} \]

(A.10)
But from (2.13),

\[ \xi - K_\xi - T_d = N \delta \xi \]  \hspace{1cm} (A.11)

Substituting (3.10) into (A.11) gives (3.12).

We now give a brief argument why the N-M x N-M matrix \( B = R^{K}K R \) is always strictly positive definite. Let \( K_0 \) and \( R_0 \) be the special cases of \( K \) and \( R \) when \( L_k u = u(t_k) \). Duchon (1976b) has shown in this case that \( R_0^{K}K_0 R_0 \) is always strictly positive definite for any \( N > M \). By using the fact that all continuous linear functionals in a reproducing kernel Hilbert space are limits of sums of evaluation functionals, one can show the positive definiteness in general. See Dyn and Wahba (1979) for more details.

We close this appendix with the observation that one can also enforce strong constraints by the same methods. Suppose one wishes to minimize

\[ \frac{1}{N} \sum_{k=1}^{N} (L_k u - z_k)^2 / c_k^2 + \lambda_2 \delta_m(u) \]

subject to

\[ L_j u = z_j, \quad j = N_1 + 1, \ldots, N \]

Explicit formulae (which are equivalent to letting \( \sigma_j \to 0 \), \( j = N_1 + 1, \ldots, N \) in (3.10) and (3.11)) can be obtained by the same methods.

As mentioned earlier, the height field used in the numerical experiments is the same as that used by T. Koehler. Koehler adopted the model of Sanders to represent meteorological phenomena of interest (in particular we used pressure surfaces) over an area the size of North America. In his model the height, \( z \), of any pressure surface, \( p \), at longitude, \( \theta \), and latitude, \( \varphi \), is defined as follows:

\[ z(\theta, \varphi, p) = z \cos((2\pi/L_0)(\theta - \theta_0)) \sin^2(\varphi) + \bar{z} + \frac{\lambda_1}{(1000/R_g)(1 - (p/1000)(R_g/\lambda_1))} (\ln(1000/p) - \frac{1}{2}(\ln(1000/p))^2) \]

where

\[ \lambda_1(1000) = 278 K, \quad \bar{z} = 10 K, \quad z = 150 m, \quad \theta = 90 \text{ m}, \]

\[ R_g = 0.6953, \quad a = 0.9 \times 10^{-5} \text{ K/m}, \quad r = 6371 \text{ km}, \]

\[ \phi_0 = 5^\circ, \quad N = 30^\circ, \quad \alpha = 45^\circ, \quad a = 0.621, \quad R = 287.04 \text{ m}^2 / \text{K}, \quad g = 9.8 \text{ m/s}^2, \]

\[ p = 500 \text{ mb}, \quad \alpha = 20 \text{ km}, \]
\[ g(\phi) = b\left[\frac{18}{\pi}(\phi + \phi_0)\right]^6 + c\left[\frac{18}{\pi}(\phi - \phi_0)\right]^4 + d\left[\frac{18}{\pi}(\phi + \phi_0)\right]^2 + e, \]

with \[ b = -1/60, \]
\[ c = 11/60, \]
\[ d = -40/60, \]
\[ e = 1; \]

and

\[ a'(\phi) = \int_0^\phi \frac{\sin \phi'}{\sin \phi} \cdot a(\phi') \, d\phi'. \]

In the numerical experiments the parameter ALOM was varied taking the values 105, 100, 95 and 90. This parameter determined the longitude at which the wave "begins". Hence, by decreasing ALOM, the wave "moves" from west to east. For the physical interpretation of the other constants and functional form of the model the reader is referred to Koehler (1979).
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Let \((x, y, p, t)\) be a meteorological field of interest, say height, temperature, a component of the wind field, etc. We suppose that data \((t_i)_{1}^{n}\) concerning the field of the form \(\phi = L_1 \phi + c_i\), where each \(L_1\) is an arbitrary continuous linear functional and \(c_i\) is a measurement error.

The data \((t_i)_{1}^{n}\) may be the result of theory, direct measurements, remote soundings, or a combination of these. We develop a new mathematical formalism expediting the method of Generalized Cross Validation, and some recently developed optimization results, for analyzing this data. The analyzed field, \(\hat{\phi}(x, y, p, t)\), is the solution to the minimization problem: Find \(\phi\) in a suitable space of functions to minimize

\[
\int \left( L_1 \phi \right)^2 \, dx dy dp dt + \lambda J_m(s)
\]

where

\[
J_m(s) = \sum_{m=1}^{n} \left( a_1 a_2 a_3 \int \int \int \left( \frac{n_1}{n_1 n_2 n_3 n_4} \right)^2 \right) \, dx dy dp dt .
\]

The \(a_k^2\) are assumed mean square errors. Functions of \(d = 1, 2, 3\) of the four variables \(x, y, p, t\) are also considered. Under rather general conditions, we give an explicit representation for the minimizer of \(J_m(s)\). The parameter \(\lambda\) controls the tradeoff between the fidelity of the analyzed field to the data, and the roughness of the analyzed field as measured by \(J_m(s)\).

Alternatively, \(\lambda\) may be thought of as controlling the half-power point of the implied data filter. \(m\) controls the number of continuous derivatives that \(\hat{\phi}\) will possess, alternatively, \(m\) may be thought of as controlling the steepness or "roll-off" of the data filter. High \(m\) corresponds to a steep roll-off. The parameters \(\lambda\) and \(m\) are chosen by the method of Generalized Cross Validation (GCV). This method estimates that \(\lambda\) and \(m\) for which the implied data filter has maximum predictive capability. This predictive capability is assessed by the GCV method by (implicitly) leaving out one data point at a time and determining how well the missing point can be predicted from the remaining data. The results extend those of Sasaki and others in several directions. In particular, no preliminary interpolation or smoothing of the data is required and it is not necessary to solve a boundary value problem or even assume boundary conditions to obtain a solution. Prior covariances are not assumed. The parameters \(\lambda\) and \(m\) play the role of signal to noise ratio and "order" of the covariance, these being the two most important parameters in the prior, and are estimated from the immediate data rather than historical data or guesswork. The numerical algorithm is surprisingly simple for any \(n\) with \(n^2\) somewhat less than the high speed storage capacity of the computer.

The approach can be used to analyze temperature fields from radiosonde measured temperatures and satellite radiance measurements simultaneously, to incorporate the geostrophic wind approximation and other information. In a test of the method (for \(d = 2\)) simulated 500mb height data was obtained at discrete points corresponding to the U.S. radiosonde network, by using an