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THEORY OF REPRODUCING KERNELS

BY

N. ARONSZAJN

Preface

The present paper may be considered as a sequel to our previous paper in the Proceedings of the Cambridge Philosophical Society, Théorie générale de noyaux reproduisants—Première partie (vol. 39 (1944)) which was written in 1942–1943. In the introduction to this paper we outlined the plan of papers which were to follow. In the meantime, however, the general theory has been developed in many directions, and our original plans have had to be changed.

Due to wartime conditions we were not able, at the time of writing the first paper, to take into account all the earlier investigations which, although sometimes of quite a different character, were, nevertheless, related to our subject.

Our investigation is concerned with kernels of a special type which have been used under different names and in different ways in many domains of mathematical research. We shall therefore begin our present paper with a short historical introduction in which we shall attempt to indicate the different manners in which these kernels have been used by various investigators, and to clarify the terminology. We shall also discuss the more important trends of the application of these kernels without attempting, however, a complete bibliography of the subject matter.

In Part I, we shall discuss briefly the essential notions and results of our previous paper and give a further development of the theory in an abstract form. In Part II, we shall illustrate the results obtained in the first part by a series of examples which will give new developments of already known applications of the theory, as well as some new applications.
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Historical Introduction

Examples of kernels of the type in which we are interested have been known for a long time, since all the Green’s functions of self-adjoint ordinary differential equations (as also some Green’s functions—the bounded ones—of partial differential equations) belong to this type. But the characteristic properties of these kernels as we now understand them have only been stressed and applied since the beginning of the century.

There have been and continue to be two trends in the consideration of these kernels. To explain them we should mention that such a kernel $K(x, y)$ may be characterized as a function of two points, by a property discovered by J. Mercer [1]? in 1909. To the kernel $K$ there corresponds a well determined class $F$ of functions $f(x)$, in respect to which $K$ possesses the “reproducing” property (E. H. Moore [2]). On the other hand, to a class of functions $F$, there may correspond a kernel $K$ with “reproducing” property (N. Aronszajn [4]).

Those following the first trend consider a given kernel $K$ and study it in itself, or eventually apply it in various domains (as integral equations, theory of groups, general metric geometry, and so on). The class $F$ corresponding to $K$ may be used as a tool of research, but is introduced a posteriori (as in the work of E. H. Moore [2], and more recently of A. Weil [1], I. Gelfand and D. Raikoff [1], and R. Godement [1, 2]). In the second trend, one is interested primarily in a class of functions $F$, and the corresponding kernel $K$ is used essentially as a tool in the study of the functions of this class. One of the basic problems in this kind of investigation is the explicit construction and computation of the kernel for a given class $F$.

(?) Numbers in brackets refer to the bibliography at the end of the paper.
The first of these trends originated in the theory of integral equations as developed by Hilbert. The kernels considered then were continuous kernels of positive definite integral operators. This theory was developed by J. Mercer [1, 2] under the name of “positive definite kernels” and on occasion has been used by many others interested in integral equations, especially during the second decade of this century. Mercer discovered the property

\[ \sum_{i, j=1}^{n} K(y_i, y_j)\xi_i\xi_j \geq 0, \quad y_i \text{ any points, } \xi_i \text{ any complex numbers}, \]

characterizing his kernels, among all the continuous kernels of integral equations. To this same trend belong the investigations of E. H. Moore [1, 2] who, during the second and third decades of the century, introduced these kernels in the general analysis under the name of “positive hermitian matrices” with a view to applications in a kind of generalization of integral equations. Moore considered kernels \( K(x, y) \) defined on an abstract set \( E \) and characterized by the property (1). He discovered the theorem now serving as one of the links between the two trends, proving that to each positive hermitian matrix there corresponds a class of functions forming what we now call a Hilbert space with a scalar product \( (f, g) \) and in which the kernel has the reproducing property.

\[ f(y) = (f(x), K(x, y)). \]

Also to the same trend (though seemingly without any connection to previous investigations) belongs the notion introduced by S. Bochner [2] during the third decade of the century under the name of “positive definite functions.” Bochner considered continuous functions \( \phi(x) \) of real variable \( x \) such that the kernels \( K(x, y) = \phi(x - y) \) conformed to condition (1). He introduced these functions with a view to application in the theory of Fourier transforms. The notion was later generalized by A. Weil [1] and applied by I. Gelfand and D. Raikoff [1], R. Godement [1, 2], and others to the investigation of topological groups under the name of positive definite functions or functions of positive type. These functions were also applied to general metric geometry (the Hilbert distances) by I. J. Schoenberg [1, 2], J. v. Neumann and I. J. Schoenberg [1], and S. Bochner [3].

The second trend was initiated during the first decade of the century in the work of S. Zaremba [1, 2] on boundary value problems for harmonic and biharmonic functions. Zaremba was the first to introduce, in a particular case, the kernel corresponding to a class of functions, and to state its reproducing property (2). However, he did not develop any general theory, nor did he give any particular name to the kernels he introduced. It appears that nothing was done in this direction until the third decade when S. Berg-

---

\( ^{(1)} \) Mercer used only real numbers \( \xi_i \) as he considered only real kernels \( K. \)
man [1] introduced kernels corresponding to classes of harmonic functions and analytic functions in one or several variables. He called these "kernel functions." They were introduced as kernels of orthogonal systems in these classes for an adequate metric. The reproducing property of these kernels was noticed by Bergman [1] (also by N. Aronszajn [1]), but it was not used as their basic characteristic property as is done at present.

In the third and fourth decades most of the work was done with kernels which we shall call Bergman’s kernels, that is, kernels of classes of analytic functions $f$ of one or several complex variables, regular in a domain $D$ with the quadratic metric

$$\int_D |f|^2 \, d\tau.$$ 

A quantity of important results were achieved by the use of these kernels in the theory of functions of one and several complex variables (Bergman [4, 6, 7], Bochner [1]), in conformal mapping of simply- and multiply-connected domains (Bergman [11, 12], Zarankiewicz [1] and others), in pseudo-conformal mappings (Bergman [4, 5, 8, 9], Welke [1], Aronszajn [1], and others), in the study of invariant Riemannian metrics (Bergman [11, 14], Fuchs [1, 2]), and in other subjects.

The original idea of Zaremba to apply the kernels to the solution of boundary value problems was represented in these two decades by only a few papers of Bergman [1, 2, 3, 10]. Only since the last war has this idea been put into the foreground by a series of papers by Bergman [13], and Bergman and Schiffer [1, 2, 3]. In these investigations, the kernel was proved to be a powerful tool for solving boundary value problems of partial differential equations of elliptic type. By the use of variational methods going back to Hadamard, relations were established between the kernels corresponding to classes of solutions of different equations and for different domains (Bergman and Schiffer [1, 3]). For a partial differential equation, the kernel of the class of solutions in a domain was proved to be the difference of the corresponding Neumann’s and Green’s functions (Bergman and Schiffer [1, 3]) (in the special case of the biharmonic equation a relation of this kind was already noticed by Zaremba). Parallel to this revival of the application of kernels to partial differential equations there is developing a study of the relationship between these kernels and Bergman’s kernels of analytic functions (Bergman [12], M. Schiffer [1, 2]). Also the application of kernels to conformal mapping of multiply-connected domains has made great progress as all the important mapping functions were proved to be simply expressible by the Bergman’s kernel (Bergman [11, 12], P. Garabedian and M. Schiffer [1], Garabedian [1], and Z. Nehari [1, 2]). Quite recently, the connection was found between the Bergman’s kernel and the kernel introduced by G. Szegö (P. Garabedian [1]).

In 1943, the author ([4] also [6]) developed the general theory of repro-
ducing kernels which contains, as particular cases, the Bergman kernel-functions. This theory gives a general basis for the study of each particular case and allows great simplification of many of the proofs involved. In this theory a central role is played by the reproducing property of the kernel in respect to the class to which it belongs. The kernel is defined by this property. The simple fact was stressed that a reproducing kernel always possesses property (1) characteristic of positive hermitian matrices (in the sense of E. H. Moore). This forms the second link between the two trends in the kernel theory (the theorem of E. H. Moore forming the first link was mentioned above).

The mathematicians working in the two trends seem not to have noticed the essential connections between the general notions they were using. At present the two concepts of the kernel, as a positive hermitian matrix and as a reproducing kernel, are known to be equivalent and methods elaborated in the investigations belonging to one trend prove to be of importance in the other.

We should like to elaborate here briefly on the matter of the terminology which has been used by various investigators. As we have seen above, different names have been given to the kernels in which we are interested. When the kernels were used in themselves, without special or previous consideration of the class to which they belonged, they were called "positive definite kernels," "positive hermitian matrices," "positive definite functions," or "functions of positive type." In cases where they were considered as determined, and in connection with a class of functions, they were called "kernel functions" or "reproducing kernels." It is not our intention to settle here the question of terminology. Our purpose is rather to state our choice and to give our reasons for it together with a comparison of the terminology we have chosen with that used by other authors.

It would seem advisable to keep two names for our kernels, the function of each name being to indicate immediately in what context the kernel under consideration is to be taken. Thus, when we consider the kernel in itself we shall call it (after E. H. Moore) a positive matrix,(1) in abbreviation, p. matrix, or p. m. When we wish to indicate the kernel corresponding to a class of functions we shall call it the reproducing kernel of the class, in abbreviation, r. kernel or r.k.

As compared to other terminology, we believe that the name "positive definite function" or perhaps better "function of positive type" will probably continue to be used in the particular case when the kernel is of the form $\phi(x-y)$, $x, y$ belonging to an additive group. This term has been used in a few instances for some more general kernels, but we believe that it would prove to be more convenient if it were restricted to the particular case

(1) We drop here the adjective "hermitian" since the condition that the quadratic form (1) be positive implies the hermitian symmetry of the matrix.
mentioned above.

Although the name of "positive definite kernels" would seem, somehow, more adequate than "positive matrices," especially since it was introduced first, we have chosen rather the term used by E. H. Moore. This is because we wish to reserve the notion of positive definite kernel for more general kernels which would include the positive definite matrices as well as some other non-bounded kernels (such as the kernels of general positive definite integral operators and also the recently introduced pseudo-reproducing kernels [Aronszajn 5, 6]).

On the other hand, when we have in mind the kernel corresponding to a given class of functions, the simplest terminology is to call it "the kernel of the class" or "the kernel belonging to the class." But when some ambiguity is to be feared, or when we wish to stress its characteristic property, we use the adjective "reproducing."

**PART I. GENERAL THEORY**

1. **Definition of reproducing kernels.** Consider a linear class $F$ of functions $f(x)$ defined in a set $E$. We shall suppose that $F$ is a complex class, that is, that it admits of multiplication by complex constants.

Suppose further that for $f \in F$ is defined a norm $\|f\|$ (that is, a real number satisfying: $\|f\| \geq 0$, $\|f\| = 0$ only for $f = 0$, $\|cf\| = |c| \|f\|$, $\|f + g\| \leq \|f\| + \|g\|$) given by a quadratic hermitian form $Q(f)$

$$\|f\|^2 = Q(f).$$

Here, a functional $Q(f)$ is called quadratic hermitian if for any constants $\xi_1, \xi_2$ and functions $f_1, f_2$ of $F$

$$Q(\xi_1 f_1 + \xi_2 f_2) = \xi_1^* Q(f_1) + \xi_2^* Q(f_2) + \xi_1 \xi_2 Q(f_1, f_2) = \xi_1^* Q(f_1) + \xi_2^* Q(f_2).$$

$Q(f_1, f_2) = Q(f_2, f_1)$ is the uniquely determined bilinear hermitian form corresponding to the quadratic form $Q(f)$. This bilinear form will be denoted by $(f_1, f_2) = Q(f_1, f_2)$ and called the scalar product corresponding to the norm $\|f\|$ (or the quadratic metric $\|f\|^2$). We have

$$\|f\|^2 = (f, f).$$

The class $F$ with the norm, $\|\|$, forms a normed complex vector space. If this space is complete it is a Hilbert space.

If $F$ is a class of real-valued functions forming a real vector space (that is, admitting of multiplication with only real constants), if the norm, $\|\|$, in $F$ is given by $\|f\|^2 = Q(f)$ with an ordinary quadratic form $Q$ (that is, for real $\xi_1, \xi_2$, $Q(\xi_1 f_1 + \xi_2 f_2) = \xi_1^2 Q(f_1) + 2 \xi_1 \xi_2 Q(f_1, f_2) + \xi_2^2 Q(f_2)$, where $Q(f_1, f_2)$ is the corresponding bilinear symmetric form), and if $F$ is a complete space, it is a real Hilbert space. The scalar product is given there by $(f_1, f_2) = Q(f_1, f_2)$.

Every class $F$ of real functions forming a real Hilbert space determines a
complex Hilbert space in the following way: consider all functions \( f_1 + if_2 \) with \( f_1 \) and \( f_2 \) in \( F \). They form a complex vector space \( F_e \) in which we define the norm by \( \| f_1 + if_2 \|^2 = \| f_1 \|^2 + \| f_2 \|^2 \). \( F_e \) is a complex Hilbert space.

The complex Hilbert spaces \( F \) determined in this way by real Hilbert spaces are characterized by the two properties:

1. If \( f \in F, \bar{f} \in F \) (\( \bar{f} \) is the conjugate complex function of \( f \)),
2. \( \| f \| = \bar{f} \).

Let \( F \) be a class of functions defined in \( E \), forming a Hilbert space (complex or real). The function \( K(x, y) \) of \( x \) and \( y \) in \( E \) is called a reproducing kernel (r.k.) of \( F \) if

1. For every \( y, K(x, y) \) as function of \( x \) belongs to \( F \).
2. The reproducing property: for every \( y \in E \) and every \( f \in F \),

\[
f(y) = (f(x), K(x, y)).
\]

The subscript \( x \) by the scalar product indicates that the scalar product applies to functions of \( x \).

If a real class \( F \) possesses a r.k. \( K(x, y) \) then it is immediately verified that the corresponding complex space \( F_e \) possesses the same kernel (which is real-valued):

From now on (unless otherwise stated) we shall consider only complex Hilbert spaces. As we have seen there is no essential limitation in this assumption.

It will be useful to introduce a distinction between the terms subclass and subspace. When \( F_1 \) and \( F_2 \) are two classes of functions defined in the same set \( E \), \( F_1 \) is a subclass of \( F_2 \) if every \( f \) of \( F_1 \) belongs to \( F_2 \). \( F_1 \) is a subspace of \( F_2 \) if it is a subclass of \( F_2 \) and if for every \( f \in F_1 \), \( \| f \|_1 = \| f \|_2 (\| \|_1 \) and \( \| \|_2 \) are the norms in \( F_1 \) and \( F_2 \) respectively). \( F_1 \subset F_2 \) means that \( F_1 \) is a subclass of \( F_2 \).

2. Résumé of basic properties of reproducing kernels. In the following, \( F \) denotes a class of functions \( f(x) \) defined in \( E \), forming a Hilbert space with the norm \( \| f \| \) and scalar product \((f_1, f_2)\). \( K(x, y) \) will denote the corresponding reproducing kernel.

The detailed proofs of the properties listed below may be found in

[Aronszajn, 4].

1. If a r.k. \( K \) exists it is unique. In fact, if another \( K'(x, y) \) existed we would have for some \( y \)

\[
0 < \| K(x, y) - K'(x, y) \|^2 = (K - K', K - K')
\]

\[
= (K - K', K) - (K - K', K') = 0
\]

because of the reproducing property of \( K \) and \( K' \).

2. Existence. For the existence of a r.k. \( K(x, y) \) it is necessary and sufficient that for every \( y \) of the set \( E \), \( f(y) \) be a continuous functional of \( f \) running through the Hilbert space \( F \).

In fact, if \( K \) exists, then

\[
|f(y)| \leq \| f \| (K(x, y), K(x, y))^{1/2} = K(y, y)^{1/2} |f|.
\]
On the other hand if \( f(y) \) is a continuous functional, then by the general theory of the Hilbert space there exists a function \( g_y(x) \) belonging to \( F \) such that \( f(y) = (f(x), g_y(x)) \), and then if we put \( K(x, y) = g_y(x) \) it will be a reproducing kernel.

(3) \( K(x, y) \) is a positive matrix in the sense of E. H. Moore, that is, the quadratic form in \( \xi_1, \ldots, \xi_n \)

\[
\sum_{i, j=1}^{n} K(y_i, y_j) \xi_i \xi_j
\]

is non-negative for all \( y_1, \ldots, y_n \) in \( E \). This is clear since expression (1) equals \( \| \sum_{i} K(x, y_i) \xi_i \|^2 \), following the reproducing property. In particular it follows that

\[
K(x, x) \geq 0, \quad K(x, y) = \overline{K(y, x)}, \quad |K(x, y)|^2 \leq K(x, x) K(y, y).
\]

(4) The theorem in (3) admits a converse due essentially to E. H. Moore: to every positive matrix \( K(x, y) \) there corresponds one and only one class of functions with a uniquely determined quadratic form in it, forming a Hilbert space and admitting \( K(x, y) \) as a reproducing kernel.

This class of functions is generated by all the functions of the form \( \sum \alpha_k K(x, y_k) \). The norm of this function is defined by the quadratic form \( \| \sum \alpha_k K(x, y_k) \|^2 = \sum \sum K(y_i, y_j) \xi_i \xi_j \). Functions with this norm do not as yet form a complete Hilbert space, but it can be easily seen that they may be completed by the adjunction of functions to form such a complete Hilbert space. This follows from the fact that every Cauchy sequence of these functions (relative to the above norm) will converge at every point \( x \) towards a limit function whose adjunction to the class will complete the space.

(5) If the class \( F \) possesses a r.k. \( K(x, y) \), every sequence of functions \( \{ f_n \} \) which converges strongly to a function \( f \) in the Hilbert space \( F \), converges also at every point in the ordinary sense, \( \lim f_n(x) = f(x) \), this convergence being uniform in every subset of \( E \) in which \( K(x, x) \) is uniformly bounded. This follows from

\[
|f(y) - f_n(y)| = |(f(x) - f_n(x), K(x, y))| \leq ||f - f_n|| ||K(x, y)||
\]

\[
= ||f - f_n|| (K(y, y))^{1/2}.
\]

If \( f_n \) converges weakly to \( f \), we have again \( f_n(y) \rightarrow f(y) \) for every \( y \) (since, by the definition of the weak convergence, \( (f_n(x), K(x, y)) \rightarrow (f(x), K(x, y)) \)). There is in general no increasing sequence of sets \( E_1 \subseteq E_2 \subseteq \cdots \rightarrow E \) in each of which \( f_n \) converges uniformly to \( f \).

If a topology (a notion of limit) is defined in \( E \) and if the correspondence \( y \mapsto K(x, y) \) transforms \( E \) in a continuous manner into a subset of the space \( F \), then the weakly convergent sequence \( \{ f_n \} \) converges uniformly in every compact set \( E_1 \subseteq E \). In fact \( E_1 \) is transformed into a compact subset of the
space $F$. For every $\epsilon > 0$ we can then choose a finite set $(y_1, \cdots, y_i) \subset E_1$ so that for every $y \in E_1$ there exists at least one $y_k$ with $\|K(x, y) - K(x, y_k)\| \leq \epsilon/4M$, where $M = \max \{\|f_n\|\}$.

Further, if we choose $n_0$ so that for $n > n_0$, $|f(y_k) - f_n(y_k)| < \epsilon/4$, we shall obtain for $y \in E_1$,

\[
|f(y) - f_n(y)| = |(f(y) - f(y_k)) + (f(y_k) - f_n(y_k)) + (f_n(y_k) - f_n(y))| \\
\leq |f(y_k) - f_n(y_k)| + |(f(x) - f_n(x), K(x, y) - K(x, y_k))| \\
\leq \frac{\epsilon}{4} + \|f - f_n\| \|K(x, y) - K(x, y_k)\| \leq \frac{\epsilon}{4} + 2M \frac{\epsilon}{4M} < \epsilon.
\]

The continuity of the correspondence $y \mapsto K(x, y)$ is equivalent to equi-continuity of all functions of $F$ with $\|f\| < M$ for any $M > 0$. This property is satisfied by most of the classes with reproducing kernels which are usually considered (such as classes of analytic functions, harmonic functions, solutions of partial differential equations, and so on).

(6) If the class $F$ with the r.k. $K$ is a subspace of a larger Hilbert space $\mathcal{H}$, then the formula

\[
f(y) = (h, K(x, y))_x
\]
gives the projection $f$ of the element $h$ of $\mathcal{H}$ on $F$.

In fact $h = f + g$, where $g$ is orthogonal to the class $F$. $K(x, y)$ as a function of $x$ belongs to $F$ and so we have $(h, K(x, y)) = (f + g, K(x, y)) = (f, K(x, y)) = f(y)$ by the reproducing property.

(7) If $F$ possesses a r.k. $K$, then the same is true of all closed linear subspaces of $F$, because if $f(y)$ is a continuous functional of $f$ running through $F$, it is so much the more so if $f$ runs through a subclass of $F$. If $F'$ and $F''$ are complementary subspaces of $F$, then their reproducing kernels satisfy the equation $K' + K'' = K$.

(8) If $F$ possesses a r.k. $K$ and if $\{g_n\}$ is an orthonormal system in $F$, then for every sequence $\{\alpha_n\}$ of numbers satisfying

\[
\sum_{1}^{\infty} |\alpha_n|^2 < \infty,
\]

we have

\[
\sum_{1}^{\infty} |\alpha_n| |g_n(x)| \leq K(x, x)^{1/2} \left(\sum_{1}^{\infty} |\alpha_n|^2\right)^{1/2}.
\]

In fact, for a fixed $y$, the Fourier coefficients of $K(x, y)$ for the system $\{g_n\}$ are

\[
(K(x, y), g_n(x)) = (g_n(x), K(x, y)) = \bar{g_n(y)}.
\]
Consequently
\[
\sum_1 \infty g_n(y)^2 \leq (K(x, y), K(x, y))_x = K(y, y).
\]

Therefore
\[
\sum_1 \infty |\alpha_n| \cdot |g_n(x)| \leq \left( \sum_1 \infty |\alpha_n|^2 \right)^{1/2} \left( \sum_1 \infty |g_n(x)|^2 \right)^{1/2} \leq K(x, x)^{1/2} \left( \sum_1 \infty |\alpha_n|^2 \right)^{1/2}.
\]

3. Reproducing kernels of finite-dimensional classes. If F is of finite dimension n, let \(w_1(x), \ldots, w_n(x)\) be n linearly independent functions of F. All functions \(f(x)\) of F are representable in a unique manner as

\[
f(x) = \sum_1 \infty \xi_k w_k(x), \quad \xi_k \text{ complex constants.}
\]

The most general quadratic metric in F will be given by a positive definite hermitian form

\[
||f||^2 = \sum_{i,j=1}^n \alpha_{ij} \overline{\xi_i} \xi_j.
\]

The scalar product has the form

\[
(f, g) = \sum_{i,j} \alpha_{ij} \overline{\xi_i} \xi_j, \quad \text{where } g = \sum \eta_k w_k.
\]

It is clear that

\[
\alpha_{ij} = (w_i, w_j).
\]

Therefore the matrix \(\{\alpha_{ij}\}\) is the Gramm’s matrix of the system \(\{w_k\}\).
This matrix always possesses an inverse. Denote by \(\{\beta_{ij}\}\) the conjugate of this inverse matrix. We have then

\[
\sum_i \alpha_{ij} \overline{\beta_{jk}} = 0 \text{ or } 1 \text{ following as } i \neq k \text{ or } i = k.
\]

It is immediately verified that the function

\[
K(x, y) = \sum_{i,j=1}^n \beta_{ij} w_i(x) \overline{w_j(y)}
\]

is the reproducing kernel of the class F with the metric (2).

The matrix \(\{\beta_{ij}\}\) is hermitian positive definite. From the preceding developments we get, clearly, the following theorem.
Theorem. A function $K(x, y)$ is the reproducing kernel of a finite-dimensional class of functions if and only if it is of the form (6) with a positive definite matrix $\{\beta_{ij}\}$ and linearly independent functions $w_k(x)$. The corresponding class $F$ is then generated by the functions $w_k(x)$, the functions $f \in F$ given by (1) and the corresponding norm $\|f\|$ given by (2), where $\{\alpha_{ij}\}$ is the inverse matrix of $\{\beta_{ij}\}$.

4. Completion of incomplete Hilbert spaces. In applications, we often meet classes of functions forming incomplete Hilbert spaces, that is, linear classes, with a scalar product, satisfying all the conditions for a Hilbert space with the exception of the completeness. For such classes, two problems present themselves. Firstly, the problem of completing the class so as to obtain a class of functions forming a complete Hilbert space and secondly, to decide (before effecting the completion of the class) if the complete class will possess a reproducing kernel.

A few remarks should be added here about the problem of the completion of a class of functions forming an incomplete Hilbert space. Consider such a class $F$. It is well known that to this class we can adjoin ideal elements which will be considered as the limits of Cauchy sequences in $F$, when such a limit is not available in $F$, and in such a way we obtain an abstract Hilbert space containing the class $F$ as a dense subset. This space, however, will not form a class of functions. In quite an arbitrary way we could realize the ideal elements to be adjoined to $F$ as functions so as to obtain a complete space formed by a linear class of functions, but, in general, this arbitrary manner of completion will destroy all the continuity properties between the values of the functions and the convergence in the space.

In this paper when we speak about the functional completion of an incomplete class of functions $F$, we mean a completion by adjunction of functions such that the value of a function $f$ of the completed class at a given point $y$ depends continuously on $f$ (as belonging to the Hilbert space)\(^{(5)}\). From the existence theorem of reproducing kernels we deduce the fact that a completed class has a reproducing kernel. In this way the problem of functional completion and of the existence of a reproducing kernel in the complete class is merged into one problem. We shall prove here the following theorem:

Theorem. Consider a class of functions $F$ forming an incomplete Hilbert space. In order that there exist a functional completion of the class it is necessary and sufficient that $1^\circ$ for every fixed $y \in E$ the linear functional $f(y)$ defined in $F$ be bounded; $2^\circ$ for a Cauchy sequence $\{f_n\} \subset F$, the condition $f_n(y) \to 0$ for every $y$ implies $\|f_n\| \to 0$. If the functional completion is possible, it is unique.

Proof. That the first condition is necessary is immediately seen from the

\(^{(5)}\) A more general functional completion was introduced in connection with the theory of pseudo-reproducing kernels (N. Aronszajn [5]).
existence theorem of reproducing kernels, since the complete class would necessarily have such a kernel. The necessity of the second condition follows from the fact that a Cauchy sequence in $F$ is strongly convergent in the complete space to a function $f$, and the function $f$ is the limit of $f_n$ at every point $y$ of $E$. Consequently, $f=0$ and the norms of $f_n$ have to converge to the norm of $f$ which is equal to zero. To prove the sufficiency we proceed as follows: consider any Cauchy sequence $\{f_n\} \subset F$. For every fixed $y$ denote by $M_y$ the bound of the functional $f(y)$ so that

$$f(y) | \leq M_y |f|.$$  

Consequently,

$$|f_m(y) - f_n(y)| \leq M_y ||f_m - f_n||.$$

It follows that $\{f_n(y)\}$ is a Cauchy sequence of complex numbers, that is, it converges to a number which we shall denote by $f(y)$. In this way the Cauchy sequence $\{f_n\}$ defines a function $f$ to which it is convergent at every point of $E$.

Consider the class of all the functions $f$, limits of Cauchy sequences $\{f_n\} \subset F$. It is immediately seen that it is a linear class of functions, and that it contains the class $F$ (since the Cauchy sequence $\{f_n\}$ with $f_n=f \in F$ is obviously convergent to $f$). Consider, then, in the so-defined class $\bar{F}$, the norm

$$||f||_1 = \lim ||f_n||$$

for any Cauchy sequence $\{f_n\} \subset F$ converging to $f$ at every point $y$. This norm does not depend on the choice of the Cauchy sequence: in fact, if another sequence, $\{f'_n\}$ converges to $f$ at every point $y$, then $f'_n - f_n$ will be a Cauchy sequence converging to zero, and by the second condition the norms $||f'_n - f_n||$ converge to zero.

Consequently,

$$\lim ||f'_n|| - \lim ||f_n|| = \lim ||f'_n|| - ||f_n|| \leq \lim ||f'_n - f_n|| = 0.$$  

On the other hand, it is readily seen that $||f||_1^2$ is a quadratic positive form in the class $\bar{F}$; it is obviously 0 for $f=0$, and it is positive for $f \neq 0$ because of (1). This norm defines a scalar product in $\bar{F}$ satisfying all the required properties. It remains to be shown that $\bar{F}$ is complete and contains $F$ as a dense subspace.

The second assertion is immediately proved because $F \subset \bar{F}$. For elements of $F$, the norms $||\ ||$, $||\ ||_1$ coincide, and every function $f \in \bar{F}$ is, by definition, the limit of a Cauchy sequence $\{f_n\} \subset F$ everywhere in $E$. It follows that $f$ is a strong limit of $f_n$ in $\bar{F}$ since by (2)

$$\lim_{n \to \infty} ||f - f_n||_1 = \lim_{n \to \infty} \lim_{m \to \infty} ||f_m - f_n|| = 0.$$
To prove the first assertion, that is, the completeness of \( \overline{F} \), we shall consider any Cauchy sequence \( \{f_n\} \subset \overline{F} \). Since \( F \) is dense in \( \overline{F} \), we can find a Cauchy sequence \( \{f'_n\} \subset F \) such that

\[
\lim \|f'_n - f_n\|_1 = 0.
\]

The Cauchy sequence \( \{f'_n\} \) converges to a function \( f \in \overline{F} \). This convergence is meant at first as ordinary convergence everywhere in \( E \), but the argument used above shows that the \( f'_n \) also converge strongly to \( f \) in the space \( \overline{F} \). It follows immediately that \( f_n \) converges strongly to \( f \). The uniqueness of the complete class is seen from the fact that in the completed class a function \( f \) must necessarily be a strong limit of a Cauchy sequence \( \{f_n\} \subset F \). Since a reproducing kernel must exist for the completed class, this implies that \( f \) is a limit everywhere of the Cauchy sequence \( \{f_n\} \) which means that it belongs to the above class \( \overline{F} \). As the norm of \( f \) has to be the limit of \( \|f_n\| \) it necessarily coincides with \( \|f\|_1 \). It is also clear that every function \( f \) of \( \overline{F} \) must belong to the completed class. In summing up the arguments we see that any functional completion of \( F \) must coincide with \( \overline{F} \) and have the same norm and scalar product as \( \overline{F} \).

It should be stressed that the second condition cannot be excluded from our theorem. We shall demonstrate this by the following example:

Consider the unit circle \( |z| < 1 \). Take there an infinite sequence of points \( \{z_n\} \) such that

\[
\sum (1 - |z_n|) < \infty.
\]

We shall denote by \( E \) the set of all points \( z_n \), and in \( E \) we shall consider the class \( F \) of all polynomials in \( z \). It is obvious that the values of a polynomial cannot vanish everywhere in the set \( E \) if the polynomial is not identically zero. Consequently the values of a polynomial on the set \( E \) determine completely the polynomial. We define the norm for a function \( f \) of the class \( F \) by the formula

\[
\|f\|^2 = \int \int_{|z|<1} |\rho(z)|^2 dx dy, \quad z = x + iy,
\]

where \( \rho \) denotes the polynomial whose values on the set \( E \) are given by the function \( f \). We see that \( F \) satisfies all requirements for a Hilbert space with the exception of completeness. The first condition of our theorem is satisfied but the second is not. To prove the last assertion we take the Blaschke function \( \phi(z) \) corresponding to \( \{z_n\} \). This function has the following properties

\[
\phi(z_n) = 0, \quad n = 1, 2, 3, \ldots,
\]

\[
|\phi(z)| < 1 \quad \text{for} \ |z| < 1.
\]
The function $\phi(z)$ is a strong limit of polynomials $p_k(z)$ in the sense

$$
\lim \int \int_{|z|<1} |\phi(z) - p_k(z)|^2 dx dy = 0.
$$

Consequently the sequence $\{p_k\}$ is a Cauchy sequence in our class $F$ and the polynomials $p_k(z)$ converge at each point $z_n$ to $\phi(z_n) = 0$, in spite of the fact that the norms $\|p_k\|$ converge to $\|\phi\| > 0$.

This example also shows us the significance of condition C. We can say that if condition C is not satisfied it means that the incomplete class is defined in too small a set. If we added a sequence of points $\{z_n\}$ of the unit circle with a limit point inside the circle to the set $E$ of our example, then the class of polynomials, considered on this enlarged set $E_1$ with the same norm as above, would satisfy condition C. There are infinitely many ways of enlarging the set $E$ where an incomplete class $F$ is defined so as to insure the fulfillment of condition C.

In the general case we can always proceed as follows. We can consider the abstract completion of the class $F$ by adjunction of ideal elements. This completion leads to an abstract Hilbert space $\mathfrak{H}$. To every element of $\mathfrak{H}$ there corresponds a well determined function $f(x)$ defined on the set (the limit of Cauchy sequences in $F$ converging to this element). But to different elements of $\mathfrak{H}$ there may correspond the same function $f$. The correspondence is linear and the functionals $f(y)$ are continuous in the whole $\mathfrak{H}$. To every point $y \in E$ there corresponds an element $h_y \in \mathfrak{H}$ such that $f(y) = (\hat{f}, h_y)$, where $\hat{f}$ is any element of $\mathfrak{H}$ corresponding to the function $f(x)$. As there are elements of $\mathfrak{H}$ different from the zero element and which correspond to the function identically zero on $E$, it is clear that the set of elements $h_y$ is not complete in the space $\mathfrak{H}$. (This is characteristic of the fact that condition C is not satisfied.) To the set of elements $h_y$ we can then add an additional set of elements so as to obtain a complete set in $\mathfrak{H}$. This additional set will be denoted by $E'$. We can then extend the functions of our class $F$ in the set $E + E'$ by defining, for any element $h \in E'$, $f(h) = (f, h)$. This class of functions, so extended in $E + E'$, will then satisfy the second condition.

We shall complete this section by the following remark: It often happens that for the incomplete class $F$ a kernel $K(x, y)$ is known such that for every $y$, $K(x, y)$ as function of $x$ belongs to $F$ (or, even more generally, belongs to a Hilbert space containing $F$ as a subspace), this kernel having the reproducing property

$$
f(y) = (f(x), K(x, y)) \quad \text{for every } f \in F.
$$

It is immediately seen that the first condition of our theorem follows from this reproducing property so that it suffices to verify the second condition in order to be able to apply our theorem.

5. The restriction of a reproducing kernel. Consider a linear class $F$ of
functions defined in the set \( E \), forming a Hilbert space and possessing a r.k. \( K(x, y) \). \( K \) is a positive matrix. If we restrict the points \( x, y \) to a subset \( E_1 \subseteq E \), \( K \) will still be a positive matrix. This means that \( K \) will correspond to a class \( F_1 \) of functions defined in \( E_1 \) with an adequate norm \( \| \|_1 \). We shall now determine this class \( F_1 \) and the corresponding norm.

**Theorem.** If \( K \) is the reproducing kernel of the class \( F \) of functions defined in the set \( E \) with the norm \( \| \|_1 \), then \( K \) restricted to a subset \( E_1 \subseteq E \) is the reproducing kernel of the class \( F_1 \) of all restrictions of functions of \( F \) to the subset \( E_1 \). For any such restriction, \( f_1 \in F_1 \), the norm \( \| f_1 \|_1 \) is the minimum of \( \| f \|_1 \) for all \( f \in F \) whose restriction to \( E_1 \) is \( f_1 \).

**Proof.** Consider the closed linear subspace \( F_0 \subseteq F \) formed by all functions which vanish at every point of \( E_1 \). Take then the complementary subspace \( F' = F \ominus F_0 \). Both \( F_0 \) and \( F' \) are closed linear subspaces of \( F \) and possess reproducing kernels \( K_0 \) and \( K' \) such that

\[(1) \quad K = K_0 + K'.\]

Since \( K_0(x, y) \), for every fixed \( y \), belongs to \( F_0 \), it is vanishing for \( x \in E_1 \). Consequently,

\[(2) \quad K(x, y) = K'(x, y), \quad \text{for} \quad x \in E_1.\]

Consider now the class \( F_1 \) of all restrictions of \( F \) to the set \( E_1 \). If two functions \( f \) and \( g \) from \( F \) have the same restriction \( f_1 \) in \( E_1 \), \( f - g \) vanishes on \( E_1 \) and so belongs to \( F_0 \). Conversely, if the difference belongs to \( F_0 \), \( f \) and \( g \) have the same restriction \( f_1 \) in \( E_1 \). It is then clear that all the functions \( f \in F \) which have the same restriction \( f_1 \) in \( E_1 \) have a common projection \( f' \) on \( F' \) and that the restriction of \( f' \) in \( E_1 \) is equal also to \( f_1 \). It is also clear that among all these functions, \( f, f' \) is the one which has the smallest norm. Consequently by the definition of the theorem, we can write

\[(3) \quad \| f_1 \|_1 = \| f' \|.\]

The correspondence between \( f_1 \in F_1 \) and \( f' \in F' \) obviously establishes a one-to-one isometric correspondence between the space \( F_1 \) with the norm \( \| \|_1 \) and the space \( F' \) with the norm \( \| \| \).

In order to prove that for the class \( F_1 \) with the norm \( \| \|_1 \) the reproducing kernel is given by \( K \) restricted to \( E_1 \), we take any function \( f_1 \in F_1 \) and consider the corresponding function \( f' \in F' \). Then, for \( y \in E_1 \), \( f_1(y) = f'(y) = (f'_1(x), K'(x, y)).\)

Since \( K'(x, y) \), for every \( y \) belongs to \( F' \), we may now write \( f_1(y) = (f'_1(x), K'(x, y)) = (f_1(x), K_1(x, y)), \) where \( K_1(x, y) \) is the restriction of \( K'(x, y) \) (considered as function of \( x \)) to the set \( E_1 \).

By hermitian symmetry we obtain from (2)
\[ K(x, y) = K'(x, y), \quad \text{for every } y \in E_1. \]

This shows that the restriction \( K_1(x, y) \) of \( K'(x, y) \) coincides with the restriction of \( K \) to the set \( E_1 \), which completes our proof.

The norm \( \| \cdot \|_1 \) is especially simple when the subclass \( F_0 \subset F \) is reduced to the zero function. In this case \( F' = F \), each function \( f_1 \in F_1 \) is a restriction of one and only one function \( f \in F \) (since every function of \( F \) vanishing in \( E_1 \) vanishes identically everywhere in \( E \)), and therefore \( \| f_1 \|_1 = \| f \| \) for the function \( f \) having the restriction \( f_1 \).

6. **Sum of reproducing kernels.** Let \( K_1(x, y) \) and \( K_2(x, y) \) be reproducing kernels corresponding to the classes \( F_1 \) and \( F_2 \) of functions defined in the same set \( E \) with the norms \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) respectively. \( K_1 \) and \( K_2 \) are positive matrices, and obviously \( K = K_1 + K_2 \) is also a positive matrix.

We shall now find the class \( F \) and the norm \( \| \cdot \| \) corresponding to \( K \). Consider the Hilbert space \( \mathcal{S} \) formed by all couples \( \{f_1, f_2\} \) with \( f_i \in F_i \). The metric in this space will be given by the equation

\[ \| \{f_1, f_2\} \|^2 = \|f_1\|^2 + \|f_2\|^2. \]

Consider the class \( F_0 \) of functions \( f \) belonging at the same time to \( F_1 \) and \( F_2 \) (\( F_0 \) may be reduced to the zero function). Denote by \( \mathcal{S}_0 \) the set of all couples \( \{f, -f\} \) for \( f \in F_0 \). It is clear that \( \mathcal{S}_0 \) is a linear subspace of \( \mathcal{S} \). It is a closed subspace. In fact if \( \{f_n, -f_n\} \to \{f', f''\} \) then \( f_n \) converges strongly to \( f' \) in \( F_1 \), and \( -f_n \) converges strongly to \( f'' \) in \( F_0 \). Consequently, \( f_n \) converges in the ordinary sense to \( f' \) and \( -f_n \) to \( f'' \), which means that \( f'' = -f' \) and \( f' \) and \( f'' \) belong to \( F_0 \). \( \mathcal{S}_0 \) being a closed linear subspace of \( \mathcal{S} \) we can consider the complementary subspace \( \mathcal{S}' \) so that \( \mathcal{S} = \mathcal{S}_0 \oplus \mathcal{S}' \). To every element of \( \mathcal{S} \): \( \{f', f''\} \) there corresponds the function \( f(x) = f'(x) + f''(x) \). This is obviously a linear correspondence transforming the space \( \mathcal{S} \) into a linear class of functions \( F \). The elements of \( \mathcal{S} \) which are transformed by this correspondence into the zero function are clearly the elements of \( \mathcal{S}_0 \). Consequently, this correspondence transforms \( \mathcal{S}' \) in a one-to-one way into \( F \). The inverse correspondence transforms every function \( f \in F \) into an element \( \{g'(f), g''(f)\} \) of \( \mathcal{S}' \). We define the metric in \( F \) by the equation

\[ \|f\|^2 = \|\{g'(f), g''(f)\}\|^2 = \|g'(f)\|^2 + \|g''(f)\|^2. \]

Our assertion will be that the class \( F \) with the above-defined norm there corresponds the reproducing kernel \( K = K_1 + K_2 \). To prove this assertion we remark:

1. \( K(x, y) \) as a function of \( x \), for \( y \) fixed, belongs to \( F \). Namely, it corresponds to the element \( \{K_1(x, y), K_2(x, y)\} \in \mathcal{S} \).

2. Denote for fixed \( y \), \( K'(x, y) = g'(K(x, y)) \) and \( K''(x, y) = g''(K(x, y)) \). For a function \( f \in F \), we write \( f' = g'(f), f'' = g''(f) \). Consequently, \( f(y) = f'(y) + f''(y), K'(x, y) + K''(x, y) = K(x, y) = K_1(x, y) + K_2(x, y), \) and thus \( K''(x, y) - K_2(x, y) = -[K'(x, y) - K_1(x, y)] \), so that the element \( \{K_1(x, y) - K'(x, y), \)
\[ K_2(x, y) - K''(x, y) \] \in \mathcal{S}_0. \] Hence
\[
f(y) = f'(y) + f''(y) = (f'(x), K_1(x, y))_1 + (f''(x), K_2(x, y))_2
= (\{ f', f'' \}, \{ K_1(x, y), K_2(x, y) \})
= (\{ f', f'' \}, \{ K'(x, y), K'''(x, y) \})
+ (\{ f', f'' \}, \{ K_1(x, y) - K'(x, y), K_2(x, y) - K'''(x, y) \}).
\]
The last scalar product equals zero since the element \( \{ f', f'' \} \in \mathcal{S}' \) and the element \( \{ K_1(x, y) - K'(x, y), K_2(x, y) - K'''(x, y) \} \in \mathcal{S}_0 \). The first scalar product in the last member is, by our definition, equal to \( (f(x), K(x, y)) \) which proves the reproducing property of the kernel \( K(x, y) \).

We can characterize the class \( F \) as the class of all functions \( f(x) = f_1(x) + f_2(x) \) with \( f_i \in F_i \). In order to define the corresponding norm without passage through the auxiliary space, we consider for every \( f \in F \) all possible decompositions \( f = f_1 + f_2 \) with \( f_i \in F_i \). For each such decomposition we consider the sum \( \| f \|_2^2 = \| f_1 \|_1^2 + \| f_2 \|_2^2 \). \( \| f \| \) will then be defined by
\[ \| f \|_2^2 = \min \{ \| f_1 \|_1^2 + \| f_2 \|_2^2 \} \]
for all the decompositions of \( f \). To prove the equivalence of this definition and the previous one we have only to remember that \( f(x) \) corresponds to the element \( \{ f_1, f_2 \} \in \mathcal{S} \) and also that \( f \) corresponds to \( \{ g'(f), g''(f) \} \in \mathcal{S}' \), that is, \( f = f_1 + f_2 = g'(f) + g''(f) \). Consequently,
\[ f_2 - g''(f) = -[f_1 - g'(f)] \]
so that \( \{ f_1 - g'(f), f_2 - g''(f) \} \in \mathcal{S}_0 \) and
\[ \| f_1 \|_1^2 + \| f_2 \|_2^2 = \| \{ f_1, f_2 \} \|_2^2 = \| \{ g'(f), g''(f) \} \|_2^2 + \| \{ f_1 - g'(f), f_2 - g''(f) \} \|_2^2, \]
and this expression will obviously get the minimal value if and only if \( f_1 = g'(f), f_2 = g''(f) \) and its value is then given by
\[ \| \{ g'(f), g''(f) \} \|_2^2, \]
which by our previous definition is \( \| f \|_2^2 \).

Summing up, we may write the following theorem:

**Theorem.** If \( K_1(x, y) \) is the reproducing kernel of the class \( F_i \) with the norm \( \| \cdot \|_i \), then \( K(x, y) = K_1(x, y) + K_2(x, y) \) is the reproducing kernel of the class \( F \) of all functions \( f = f_1 + f_2 \) with \( f_i \in F_i \), and with the norm defined by
\[ \| f \|_2^2 = \min \{ \| f_1 \|_1^2 + \| f_2 \|_2^2 \}, \]
the minimum taken for all the decompositions \( f = f_1 + f_2 \) with \( f_i \in F_i \).

(6) This theorem was found by R. Godement [1] in the case of a positive definite function in a group.
$K(x, y) = \sum_{i=1}^{n} K_i(x, y)$. A particularly simple case presents itself when the
classes $F_1$ and $F_2$ have no function besides zero in common. The norm in $F$
is then given simply by $\|f\|^2 = \|f_1\|^2 + \|f_2\|^2$.

In this case (and only in this case) $F_1$ and $F_2$ are complementary closed
subspaces of $F$.

If we denote by $\overline{F}$ the class of all conjugate functions of functions of a
class $F$, then the kernel of $\overline{F}$ is clearly $K(x, y) = K(x, y) = K(y, x)$ ($K$
is the
kernel of $F$ and in $\overline{F}$ the scalar product $(\overline{f}, \overline{g})_1$ is given by $(g, f)$, the norm
$\|\overline{f}\|_1$ by $\|f\|$). Consequently $\text{Re } K(x, y) = 2^{-1}(K(x, y) + K(y, x))$ is the repro-
ducing kernel of the class $F_0$ of all sums $f + \overline{g}$, for $f$ and $g$ in $F$ with the norm
given by

$$\|\phi\|^2_0 = 2 \min \|f\|^2 + \|g\|^2_0,$$

the minimum taken for all decompositions $\phi = f + \overline{g}$, $f$ and $g$ in $F$.

If $F$ is a complex space corresponding to a real space, that is, if $F = \overline{F}$
and $\|f\| = \|\overline{f}\|$ (see §1), it is clear that $F_0 = F$ and $\|f\|^2_0 = \|f\|$. Consequently
the kernel $K = \text{Re } K$ is real and this property characterizes the kernel $K$
responding to a real space.

7. Difference of reproducing kernels. For two positive matrices, $K_1(x, y)$
and $K(x, y)$, we shall write

1) $K_1 \ll K$

if $K(x, y) - K_1(x, y)$ is also a positive matrix.

From $K_1 \ll K_2 \ll K_3$, it follows clearly that $K_1 \ll K_2$. On the other hand, if
$K_1 \ll K_2$ and $K_2 \ll K_1$, it follows that $K_1 = K_2$. In fact, we then have $K_2(x, x)$
$- K_1(x, x) \geq 0$ and also $K_1(x, x) - K_2(x, x) \geq 0$, which means $K_2(x, x) - K_1(x, x)$
$= 0$. Further, by the property of positive matrices,

$$|K_2(x, y) - K_1(x, y)|^2 \leq [K_2(x, x) - K_1(x, x)] [K_2(y, y) - K_1(y, y)] = 0,$$

so that $K_2(x, y) = K_1(x, y)$ for every $x, y$ in $E$. Thus we see that the symbol $\ll$
establishes a partial ordering in the class of all positive matrices.

Theorem I. If $K$ and $K_1$ are the r.k.'s of the classes $F$ and $F_1$ with the
norms $\|\|$, $\|\|_1$, and if $K_1 \ll K$, then $F_1 \subset F$, and $\|f\|_1 \geq \|f\|$ for every $f_1 \in F_1$.

Proof. $K_1 \ll K$ means that $K_2(x, y) = K(x, y) - K_1(x, y)$ is a positive matrix.
Consider the class of functions $F_2$ and the norm $\|\|_2$ corresponding to $K_2$.
As $K = K_1 + K_2$ we know by the theorem of §6 that $F$ is the class of all func-
tions of the form $f_1(x) + f_2(x)$ with $f_1 \in F_1$ and $f_2 \in F_2$. In particular, when
$f_2 = 0$, the class $F$ contains all functions $f_1 \in F_1$ so that $F_1 \subset F$. On the other
hand, in $F$ we have, by the same theorem,

$$\|f_1\|^2 = \min [\|f_1\|^2_1 + \|f_2\|^2_2]$$

for all decompositions $f_1 = f_1^{'} + f_2^{''}$, with $f_1^{'} \in F_1$ and $f_2^{''} \in F_2$. In particular, for
the decomposition \( f_1 = f_1 + 0 \), we obtain
\[
\|f_1\|_1^2 \leq \|f_1\|_2^2
\]
which achieves the proof.

**Theorem II.** If \( K \) is the r.k. of the class \( F \) with the norm \( \| \| \) \( \| \), and if the linear class \( F_1 \subset F \) forms a Hilbert space with the norm \( \| \|_1 \), such that \( \|f_1\|_1 \geq \|f_1\| \) for every \( f_1 \in F_1 \), then the class \( F_1 \) possesses a reproducing kernel \( K_1 \) satisfying \( K_1 \ll K \).

**Proof.** The existence of the kernel for \( F \) involves the existence of constants \( M_y \) such that \( |f(y)| \leq M_y \|f\| \) for all \( f \in F \). In particular, for \( f_1 \in F_1 \subset F \), we get
\[
|f_1(y)| \leq M_y \|f_1\|_1 \leq M_y \|f_1\|_1
\]
which proves the existence of the kernel \( K_1 \) of \( F_1 \).

Let us now introduce an operator \( L \) in the space \( F \), transforming the space \( F \) into the space \( F_1 \) and satisfying the equation
\[
(f_1, f) = (f_1, Lf)_1, \quad \text{for every } f_1 \in F_1.
\]

The existence and unicity of \( Lf \) is proved in the following way: \( (f_1, f) \), for fixed \( f_1 \), is a linear continuous functional of \( f_1 \) in the space \( F \). A fortiori, it is a similar functional in the space \( F_1 \). As such, it is representable as a scalar product in \( F_1 \) of \( f_1 \) with a uniquely determined element \( Lf \) of \( F_1 \).

The operator \( L \) is everywhere defined in \( F \), linear, symmetric, positive, and bounded with a bound not greater than 1. It is clear that \( L \) is everywhere defined and linear. It is symmetric because for any two functions \( f, f' \) of \( F \),
\[
(Lf, f') = (Lf', f) = (L_f, f') = (L_f', f) = (f, L_f').
\]
It is positive because \( (Lf, f) = (Lf, Lf) \geq 0 \). It is bounded with a bound not greater than 1 because \( (Lf, f) = (Lf, Lf) = \|Lf\|_2^2 = \|Lf\|^2 \). Consequently, \( \|Lf\|^2 \leq \|Lf\|_2^2 \leq \|Lf\|_1 \), and thus \( \|Lf\| \leq \|f\|_2 \).

Consider now the operator \( I - L \) (\( I \) being the identical operator). This operator clearly possesses the same properties as those enumerated above for \( L \). Therefore there exists a symmetric, bounded square root \( L' \) of this operator. (In general there will be infinitely many \( L' \) available and we choose any one of them.) Hence
\[
L'^2 = I - L.
\]

We define \( F_2 \) as the class of all functions \( f_2 = L'f \) for \( f \in F \). Denote by \( F_0 \) the closed linear subspace of \( F \) transformed by \( L' \) into 0, and by \( F' \) the complementary space \( F \oplus F_0 \). The functions of \( F_0 \) are also characterized by the fact that \( L'f = 0 \) (from \( L^2f = 0 \) it follows that \( (L'f, f) = (L'f, L'f) = \|L'f\|^2 = 0 \)) which is equivalent to \( f = Lf \).

Now denote by \( P' \) the projection on \( F' \). Every two functions \( f, g \) of \( F \) transformed by \( L' \) into the same function \( f_2 \) of \( F_2 \) differ by a function belong-
ing to $F_0$. Consequently, they have the same projection on $F'$. It is also clear that the class $F'$ is transformed by $L'$ on $F_2$ in a one-to-one way. We remark further that

$$F_2 \subset F'$$

since for $f_0 \in F_0$, $(f_0, L'f) = (L'f_0, f) = (0, f) = 0$. In the class $F_2$ we introduce the norm $\|f\|_2$ by the equation

$$\|f_2\|_2 = \|P'f\|_2,$$

for any $f$ with $f_2 = L'f$.

With this metric the class $F_2$ is isometric to the subspace $F' \subset F$ (the isometry being given by the transformation $L'$). It follows that $F_2$ is a complete Hilbert space and we shall show that the class $F_2$ with the norm $\|f\|_2$ admits as reproducing kernel the difference $K(x, y) - K_1(x, y)$. To this effect we remark firstly that the operator $L$ is given by the formula

$$f_1(y) = Lf = (f, K_1(x, y)).$$

In fact, since $Lf \in F_1$, $f_1(y) = (f_1(x), K_1(x, y)) = (f(x), K_1(x, y))$. Consequently for any fixed $z$, the operator $L$ applied to $K(x, z)$ gives the function $LK(x, z) = K_1(y, z)$. If follows that the operator $I - L = L^{1/2}$ transforms $K(x, z)$ into $L^{1/2}K(x, z) = K(y, z) - K_1(y, z)$. This formula proves, firstly, that $K(x, z) - K_1(x, z)$ as a function of $x$ belongs to $F_2$, since it is the transform of $L'K(x, z)$ by $L'$. Secondly, we prove the reproducing property for any $f_2 \in F_2$:

$$f_2(y) = (f_2(x), K(x, y)) = (L'f, K(x, y)) = (f, L'K(x, y))$$

$$= (P'f, P'L'K(x, y)) = (L'f, L'L'K(x, y))_2$$

$$= (f_2(x), K(x, y) - K_1(x, y)).$$

In these transformations we took $f$ as any function of $F$ such that $f_2 = L'f$ and we used the property $L'K(x, y) \in F_2 \subset F'$. This finishes the proof of our theorem.

The proof of Theorem II has established even more than the theorem announced: namely, it gives us the construction of the class $F_2$ and the metric $\|f\|_2$ for which the difference $K - K_1$ is the reproducing kernel. Let us summarize this in a separate theorem.

**Theorem III.** Under the hypotheses of Theorem II, the class $F_2$ and the norm $\|f\|_2$ corresponding to the kernel $K_2 = K - K_1$ are defined as follows: the equation $f_1(y) = Lf = (f(x), K_1(x, y))$ defines in $F$ a positive operator with bound not greater than 1, transforming $F$ into $F_2 \subset F$. We take any symmetric square root $L' = (I - L)^{1/2}$. $F_2$ is the class of all transforms $L'f$ for $f \in F$. Let $F_0$ be the closed linear subspace of all functions $f \in F$ with $f = Lf$ and let $F'$ be $F \oplus F_0$. $L'$ establishes a one-to-one correspondence between $F'$ and $F_2$. The norm $\|f_2\|_2$ for $f_2 = L'f'$, $f' \in F'$, is then given by
\[ \|f\|_2 = \|f'\|. \]

The construction of the class \( F_2 \) is somehow complicated because we need the square root \( L' \) of the operator \( I - L \). However, there exists a much easier way of constructing an everywhere dense linear subclass of \( F_2 \) and the norm \( \| \|_2 \) in this subclass. Namely, we can consider the class \( F'_2 \) of all transforms \((I - L)f = f - Lf = L'^2f, \) of \( f \in F \), by the operator \( I - L \).

This clearly is a linear subclass of \( F_2 \). The norm \( \| \|_2 \) in \( F'_2 \) can be defined as follows:

\[
\|f'\|_2^2 = \|L'f\|_2^2 = (L'f, L'f) = (f, L'^2 f) = (f, f - Lf) = (f, f) - (Lf, Lf).
\]

In these transformations we considered \( f'_2 = f - Lf = L'^2f. \)

\( F'_2 \) is everywhere dense in \( F_2 \) (in respect to the norm \( \| \|_2 \)), otherwise we would have a function \( f_2 = L'f' \neq 0 \) with \((L'f', L'^3 g) = 0 \) for all \( g \in F \). We can suppose here \( f' \in F' \) so that \( 0 = (L'f', L'^3 g) = (f', L' g) = (L'f', L' g) \) whence \( L'f' = 0, f' \in F_0 \), which is impossible.

The simplest case is the one where \( F'_2 = F_2 \). By using the spectral decomposition, we can easily show that this case presents itself if, and only if, the zero is not a limit point of the spectrum of \( L' \), which is the equivalent of saying that 1 is not a limit point of the spectrum of \( L \). In this case \( F_2 = F'. \) If \( L \) has a bound <1, the spectrum does not contain 1 and the subspace \( F' \) coincides with the whole space \( F \) so that \( F_2 = F \).

When \( L \) is completely continuous, the only limit point of the spectrum of \( L \) is zero, so that 1 is certainly not a limit point, and \( F'_2 = F_2 = F'. \)

We shall add still another theorem which results immediately from Theorem III.

**Theorem IV.** Let \( K \) be the r.k. of class \( F \). To every decomposition \( K = K_1 + K_2 \) in two \( p. \) matrices \( K_1 \) and \( K_2 \), there corresponds a decomposition of the identity operator \( I \) in \( F \) in two positive operators \( L_1 \) and \( L_2 \), \( I = L_1 + L_2 \), given by

\[
L_1 f(y) = (f(x), K_1(x, y)), \quad L_2 f(y) = (f(x), K_2(x, y)),
\]

such that if \( L_1^{1/2} \) and \( L_2^{1/2} \) denote any symmetric square roots of \( L_1 \) and \( L_2 \), the classes \( F_1 \) and \( F_2 \) of all transforms \( L_1^{1/2} f \) and \( L_2^{1/2} f \) respectively, \( f \in F \), correspond to the kernels \( K_1 \) and \( K_2 \). If \( F_{io}, i = 1, 2, \) is the class of all \( f \in F \) with \( L_1 f = 0 \), and if \( F'_1 = F \oplus F_{io} \), then \( L_1^{1/2} \) establishes a one-to-one correspondence between \( F'_1 \) and \( F \), and the norm \( \| \|_1 \), in \( F \), is given by \( \| L_1^{1/2} f \|_1 = \| f \|_1 \) for every \( f \in F' \).

Conversely, to each decomposition \( I = L_1 + L_2 \) in two positive operators there correspond classes \( F_i \) with norms \( \| \|_i \), defined as above. The corresponding r.k.'s \( K_i \) are defined by \( K_i(x, y) = L_i K(x, y) \) and satisfy the equation \( K = K_1 + K_2 \).

8. Product of reproducing kernels. Consider two positive matrices \( K_1 \)
and \( K_2 \) defined in a set \( E \). Using a classical result of I. Schur concerning finite matrices, it is easy to prove that their product \( K_1 \cdot K_2 \) is also a positive matrix. We shall prove this theorem, constructing at the same time the class \( F \) and the norm \( \| \| \) corresponding to the matrix \( K = K_1 \cdot K_2 \). To this effect, we consider the class \( F_i \) and the norm \( \| \|_i \) corresponding to \( K_i \) and form the direct product \( F' \) of the Hilbert spaces \( F_1 \) and \( F_2 \), \( F' = F_1 \otimes F_2 \). We construct this direct product in the following manner: We form the product set \( E' = E \times E \) of all couples of points \( \{ x_1, x_2 \} \), \( x_i \in E \). In the set \( E' \) consider the class of all functions \( f'(x_1, x_2) \) representable in the form:

\[
(1) \quad f'(x_1, x_2) = \sum_{k=1}^{n} f_1^{(k)}(x_1)f_2^{(k)}(x_2),
\]

with \( f_1^{(k)} \in F_1 \) and \( f_2^{(k)} \in F_2 \). As scalar product of two such functions we define:

\[
(2) \quad (f', g')' = \sum_{k=1}^{n} \sum_{l=1}^{m} (f_1^{(k)}, g_1^{(l)})_1 (f_2^{(k)}, g_2^{(l)})_2,
\]

where \( m \) is the number of terms in the representation of \( g' \). The same function \( f' \) may admit of many different representations of type (1). The scalar product, \( (f', g')' \), is independent of the particular representation chosen for \( f' \) and \( g' \). In fact, we see immediately from (2) that

\[
(3) \quad (f', g')' = \sum_{l=1}^{m} (f'(x_1, x_2), g_1^{(l)}(x_1))_1 (g_2^{(l)}(x_2))_2
\]

which proves that \( (f', g')' \) is independent of the particular representation of \( f' \). In a similar way we prove that it is independent of the particular representation of \( g' \). We still have to prove that \( (f', g')' \) satisfies all the requirements for the scalar product. It is clearly seen that it is a bilinear hermitian form in \( f' \), \( g' \) and it remains to be proved that \( (f', f')' \geq 0 \) and is equal to zero only when \( f' = 0 \). In order to prove this, we take any representation of \( f' \) of type (1) and orthonormalize the sequences \( \{ f_1^{(k)} \} \) and \( \{ f_2^{(k)} \} \) in the spaces \( F_1 \) and \( F_2 \) respectively. Denote by \( \{ f_1^{(l, k)} \} \) and \( \{ f_2^{(l, k)} \} \) the orthonormalized sequences, where \( k = 1, 2, \ldots, n_1 \), \( l = 1, 2, \ldots, n_2 \).

Every function \( f'(x_1, x_2) \) is then a linear combination of the othornormal functions \( f_1^{(l, k)} \) so that we obtain a representation for \( f' \) as a double series

\[
(4) \quad f'(x_1, x_2) = \sum_{k=1}^{n_1} \sum_{l=1}^{n_2} \alpha_{l, k} f_1^{(l, k)}(x_1) f_2^{(l, k)}(x_2).
\]

We then obtain for \( (f', f')' \) the following expression

\(^{(1)}\) The idea of the proof was arrived at independently by R. Godement and the author. Godement applied it only to positive definite functions.

\(^{(2)}\) For the notion of direct product of abstract Hilbert spaces see J. v. Neumann and F. J. Murray [1].
\[
(f', f') = \sum_{k=1}^{n_1} \sum_{l=1}^{n_2} \sum_{k'=1}^{n_1} \sum_{l'=1}^{n_2} \alpha_{k,l} g_{k', l'} (f_{1}^{(k,l)} f_{1}^{(k',l')})_1 (f_{2}^{(k,l)} f_{2}^{(k',l')})_2

= \sum_{k=1}^{n_1} \sum_{l=1}^{n_2} |\alpha_{k,l}|^2.
\]

It is clear from this representation that \((f', f') \geq 0\) and equals zero only when all the \(\alpha_{k,l} = 0\), that is, when \(f' = 0\). The class of all functions \(f'\) of type (1) does not yet form in general a Hilbert space because it may not be complete. To complete this class with respect to the norm \(\| \cdot \|'\), we consider a complete orthonormal sequence \(\{g_i^{(k)}\}\) in the space \(F_i, i = 1, 2\). It is obvious that the double sequence \(\{g_1^{(k)}(x_1) g_2^{(l)}(x_2)\}\) is composed of functions of type (1) and is orthonormal in respect to the norm \(\| \cdot \|'\). Consider then, all the functions \(g'\) of the form

\[
g'(x_1, x_2) = \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \alpha_{k,l} g_1^{(k)}(x_1) g_2^{(l)}(x_2)
\]

with

\[
(g', g')' = \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |\alpha_{k,l}|^2 < \infty.
\]

It is clear that any finite sum of type (6) is also of type (1) and that the norm \(\| \cdot \|'\) for such finite sums coincides with the norm introduced in (7). We prove firstly that every sum of type (6) is absolutely convergent for every \(x_1, x_2\). In fact, as the class \(F_1\) possesses the reproducing kernel \(K_1\), in view of (7) we have

\[
\sum_{k=1}^{\infty} |\alpha_{k,l}| g_1^{(k)}(x_1) \leq [K_1(x_1, x_1)]^{1/2} \left[ \sum_{k=1}^{\infty} |\alpha_{k,l}|^2 \right]^{1/2}.
\]

Then,

\[
\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |\alpha_{k,l}| \left| g_1^{(k)}(x_1) \right| \left| g_2^{(l)}(x_2) \right|
\]

\[
\leq \sum_{l=1}^{\infty} \left| g_2^{(l)}(x_2) \right| [K_1(x_1, x_1)]^{1/2} \left[ \sum_{k=1}^{\infty} |\alpha_{k,l}|^2 \right]^{1/2}
\]

\[
\leq [K_1(x_1, x_1)]^{1/2} [K_2(x_2, x_2)]^{1/2} \left[ \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |\alpha_{k,l}|^2 \right]^{1/2}
\]

since the space \(F_2\) possesses the reproducing kernel \(K_2\).

The class of functions \(g'\) of the form (6) clearly forms a complete Hilbert space, isomorphic with the space of double sequences \(\{\alpha_{k,l}\}\) satisfying (7). The inequality (8) gives us further, for a function \(g'\) of type (6),
\[ |g'(y_1, y_2)| < K_1(y_1, y_1)^{1/2}K_2(y_2, y_2)^{1/2}||g'||',\]

which means that the space of functions of type (6) possesses a reproducing kernel.

It remains to be proved that this space is the completion of the class of all functions \(f'\) of type (1) with the norm \(||\cdot||'\). As already the finite sums of type (6) are everywhere dense in the space of all functions of type (6) it is sufficient to prove that every function of type (1) is of type (6). For this, it is enough to prove that every function of type (1) may be approximated as closely as we wish (in respect to the norm \(||\cdot||'\)) by finite sums of type (6).

Let us consider a representation (1) of the function \(f'\). We can approximate every \(f_i^{(k)}\) by a finite linear combination \(h_i^{(k)}\) of functions \(g_i^{(0)}\) so that \(||h_i^{(k)}||, ||f_i^{(k)} - h_i^{(k)}||, \leq \varepsilon\). Before we proceed further, we shall prove for every function \(f'\) and any of its representations (1) the inequality

\[ ||f'||' \leq \sum_{k=1}^n ||f_1^{(k)}||_1||f_2^{(k)}||_2.\]

In fact,

\[ ||f'||'^2 = (f', f')' = \sum_{k=1}^n \sum_{l=1}^n (f_1^{(k)} f_1^{(l)} f_2^{(k)} f_2^{(l)})_2 \]
\[ \leq \sum_{k=1}^n \sum_{l=1}^n ||f_1^{(k)}||_1 ||f_1^{(l)}||_1 ||f_2^{(k)}||_2 ||f_2^{(l)}||_2 \]
\[ = \left[ \sum_{k=1}^n ||f_1^{(k)}||_1 ||f_2^{(k)}||_2 \right]^2.\]

Continuing with the proof of the approximation we consider the functions

\[ h'(x_1, x_2) = \sum_{k=1}^n h_1^{(k)}(x_1) f_2^{(k)}(x_2),\]
\[ g'(x_1, x_2) = \sum_{k=1}^n h_1^{(k)}(x_1) h_2^{(k)}(x_2).\]

It is clear that \(h'\) is of type (1) and that \(g'\) is at the same time of type (1) and (6), which can be seen by developing the functions \(h_i^{(k)}\) as linear combinations of \(g_i^{(0)}\). Denoting by \(M\) the maximum of all \(||f_i^{(k)}||\), we obtain

\[ ||f' - g'||' \leq ||f' - h'||' + ||h' - g'||',\]
\[ ||f' - h'||' = \sum_{k=1}^n ||(f_1^{(k)}(x_1) - h_1^{(k)}(x_1)) f_2^{(k)}(x_2)||' \]
\[ \leq \sum_{k=1}^n ||f_1^{(k)} - h_1^{(k)}||_1 ||f_2^{(k)}||_2 \leq \sum_{k=1}^n M\varepsilon = nM\varepsilon,\]
\begin{equation*}
\| h' - g' \|' = \left\| \sum_{k=1}^{n} h_1^{(k)}(x_1)(f_2^{(k)}(x_2) - h_2^{(k)}(x_2)) \right\|'
\leq \sum_{k=1}^{n} \| h_1^{(k)} \|_1 \cdot \| f_2^{(k)} - h_2^{(k)} \|_2 \leq \sum_{k=1}^{n} M \epsilon = n M \epsilon.
\end{equation*}

Finally, we obtain
\begin{equation*}
\| f' - g' \|' \leq 2 n M \epsilon,
\end{equation*}
which proves our assertion.

The class of all functions of type (6) with the norm given by (7) forms the direct product $F' = F_1 \otimes F_2$. As it is obtained by functional completion of the class of functions of type (1), this class being independent of the choice of orthogonal systems $\{ g_1^{(k)} \}$ and $\{ g_2^{(k)} \}$, the class $F'$ is also independent of the choice of these systems (see the uniqueness of functional completion in §4).

We shall now prove the following theorem:

**Theorem I.** The direct product $F' = F_1 \otimes F_2$ possesses the reproducing kernel $K'(x_1, x_2, y_1, y_2) = K_1(x_1, y_1)K_2(x_2, y_2)$.

The proof is immediate. Firstly, as a function of $x_1, x_2, K'$ is of the form (1) and so belongs to $F'$. Secondly, for any function $g'$ of the form (6) we have
\begin{equation*}
g'(y_1, y_2) = \sum \sum \alpha_{k, i}(g_1^{(k)}(x_1), K_1(x_1, y_1))(g_2^{(i)}(x_2), K_2(x_2, y_2))
= (g'(x_1, x_2), K'(x_1, x_2, y_1, y_2))'
\end{equation*}
which completes the proof.

From Theorem I we see immediately that the kernel $K(x, y) = K_1(x, y)K_2(x, y)$ is a p. matrix as the restriction of the kernel $K'(x_1, x_2, y_1, y_2)$ to the subset $E_1 \subset E'$ consisting of the “diagonal” elements $\{ x, x \}$ of $E'$. Further, from the theorem of §5 we obtain the class of functions and the norm corresponding to the kernel $K$. Thus we have the following theorem.

**Theorem II.** The kernel $K(x, y) = K_1(x, y)K_2(x, y)$ is the reproducing kernel of the class $F$ of the restrictions of all functions of the direct product $F' = F_1 \otimes F_2$ to the diagonal set $E_1$ formed by all the elements $\{ x, x \} \in E'$. For any such restriction $f$, $\| f \| = \min \| g' \|$' for all $g' \in F'$, the restriction of which to the diagonal set $E_1$ is $f$.

**Remark.** Let $\{ g_i^{(k)} \}$ be a complete orthonormal system in $F_1$. Then every function $f \in F$ is representable as a series
\begin{equation*}
f(x) = \sum_{k=1}^{\infty} f_2^{(k)}(x)g_1^{(k)}(x), f_2^{(k)} \in F_2, \sum_{k=1}^{\infty} \| f_2^{(k)} \|_2^2 < \infty.
\end{equation*}

Among all such representations of $f(x)$ there exists one (and only one)
which gives its minimum to the sum $\sum \| f_{\alpha}^{(n)} \|^2$. This minimum is equal to $\| f \|^2$.

We can apply Theorem II to a class $F$ and its conjugate $\overline{F}$. The product of the corresponding kernels is $|K(x, y)|^2 = K(x, y)K(y, x)$ and the corresponding class may be obtained from the remark above.

9. **Limits of reproducing kernels.** We shall consider two cases: (A) essentially, the case of a decreasing sequence of classes $F_1 \supset F_2 \supset \cdots$ with a decreasing sequence of kernels $K_1 \gg K_2 \gg K_3 \gg \cdots$; (B) essentially, the case of an increasing sequence of classes and kernels.

A. **The case of a decreasing sequence.** Let $\{ E_n \}$ be an increasing sequence of sets, $E$ their sum

\[(1) \quad E = E_1 + E_2 + \cdots, \quad E_1 \subset E_2 \subset \cdots.\]

Let $F_n$, $n = 1, 2, \cdots$, be a class of functions defined in $E_n$. For a function $f_n \in F_n$ we shall denote by $f_{nm}$, $m \leq n$, the restriction of $f_n$ to the set $E_m \subset E_n$ ($f_{nm} = f_n$). We shall suppose then that the classes $F_n$ form a decreasing sequence in the sense

\[(2) \quad \text{for every } f_n \in F_n \text{ and every } m \leq n, \quad f_{nm} \in F_m.\]

Suppose further that the norms $\| \cdot \|_n$ defined in $F_n$ form an increasing sequence in the sense

\[(3) \quad \text{for every } f_n \in F_n \text{ and every } m \leq n, \quad \| f_{nm} \|_m \leq \| f_n \|_n.\]

Finally, we suppose that every $F_n$ possesses a reproducing kernel $K_n(x, y)$.

The case of all sets $E_n$ equal, $E_1 = E_2 = \cdots = E$, is not excluded. Clearly, in this case $f_{nm} = f_n$, $F_n \subset F_m$, and, following Theorem II of §7, it is enough to suppose the existence of $K_n(x, y)$ in order to deduce the existence of all $K_n$ and to obtain the property $K_n \ll K_m$ for $m < n$.

In the general case we have to introduce the restrictions $K_{nm}$ of $K_n$ to the set $E_m$ ($m \leq n$). By the theorem of §5, $K_{nm}$ is the r.k. of the class $F_{nm}$ of all restrictions $f_{nm}$ for $f_n \in F_n$. The norm in $F_{nm}$ is given by

\[\| f_{nm} \|_{nm} = \min \| f'_{nm} \|_n \quad \text{for all } f'_{nm} \text{ with } f'_{nm} = f_{nm}.\]

From (3) we get

\[\| f_{nm} \|_{nm} \geq \| f_{nm} \|_m\]

and consequently, by Theorem II of §7,

\[(4) \quad K_{nm} \ll K_m, \quad m < n.\]

We shall now prove the following theorem.

**Theorem I.** Under the above assumptions on the classes $F_n$, the kernels $K_n$ converge to a kernel $K_0(x, y)$ defined for all $x, y$ in $E$. $K_0$ is the r.k. of the class $F_0$ of all functions $f_0$ defined in $E$ such that $f_0$ their restrictions $f_{0n}$ in $E_n$. 
belong to $F_n$, $n = 1, 2, \cdots, 2^k \lim_{n \to \infty} \|f_0^n\|_n < \infty$. The norm of $f_0 \in F_0$ is given by $\|f_0\|_0 = \lim_{n \to \infty} \|f_0^n\|_n$.

Remark. Condition $1^\circ$ implies, following (3), that $\lim_{n \to \infty} \|f_0^n\|_n$ exists, but it may be infinite.

Proof. The convergence of $K_n$ to $K$ is to be understood in this way: any two points $x, y$ in $E$ belong to all $E_n$ starting from some $E_{n_0}$ on. Consequently $K_n(x, y)$ are defined for $n > n_0$ and we have to prove $\lim_{n \to \infty} K_n(x, y) = K(x, y)$.

For fixed $y \in E_k$ and $k \leq m \leq n$ we have, following our assumptions,

$$
\begin{align*}
\|K_{mk}(x, y) - K_{nk}(x, y)\|_k^2 & \leq \|K_m(x, y) - K_{nm}(x, y)\|_m^2 \\
& = K_m(y, y) - K_{nm}(y, y) - K_{nm}(y, y) + \|K_{nm}(x, y)\|_m^2 \\
& \leq K_m(y, y) - 2K_n(y, y) + \|K_n(x, y)\|_n^2 \\
& = K_m(y, y) - K_n(y, y).
\end{align*}
$$

From (4) it follows that $K_m - K_{nm}$ is a p.d. matrix. Therefore $K_m(y, y) - K_{nm}(y, y) = K_m(y, y) - K_n(y, y) \geq 0$, and the sequence $\{K_m(y, y)\}$ is a decreasing sequence of non-negative numbers. Consequently it is a convergent sequence. (5) shows then that the functions $K_{mk}(x, y) \in F_k$, for fixed $k$ and $m \to \infty$, converge strongly in $F_k$ to some function $\phi_k(x) \in F_k$. This involves $\lim_{m \to \infty} K_{mk}(x, y) = \lim_{m \to \infty} K_m(x, y) = \phi_k(x)$ for every $x \in E_k$.

Since for every $x, y$ in $E$ we can choose a $k$ so that $x$ and $y$ belong to $E_k$, it is clear that $K_m(x, y)$ converge and that the limit $K_0(x, y)$ does not depend upon the choice of $k$. The function $\phi_k(x)$ is clearly the restriction $K_{0k}(x, y)$ of $K_0$ to $E_k$. Consequently $K_{mk}(x, y)$, for fixed $y$, converges strongly in $F_k$ to $K_{0k}(x, y)$ which belongs to $F_k$. We then obtain from (5), by taking $n \to \infty$,

$$
\begin{align*}
\|K_{mk}(x, y) - K_{0k}(x, y)\|_k^2 & \leq K_m(y, y) - K_0(y, y) \\
\|K_{0k}(x, y)\|_k & \leq \|K_{0k}(x, y) - K_{mk}(x, y)\|_k + \|K_{mk}(x, y)\|_k \\
& \leq (K_m(y, y) - K_0(y, y))^{1/2} + \|K_{mk}(x, y)\|_m \\
& \leq (K_m(y, y) - K_0(y, y))^{1/2} + (K_m(y, y))^{1/2}
\end{align*}
$$

and for $m \to \infty$, $\|K_{0k}(x, y)\|_k^2 \leq K_0(y, y)$.

Therefore for each $y \in E$, $K_0(x, y)$, as function of $x$, belongs to the class $F_0$ of our theorem.

Let us now prove that the class $F_0$ is a Hilbert space.

$F_0$ is linear, since $\|\alpha f_0^n + \beta g_0^n\|_n \leq |\alpha| \|f_0^n\|_n + |\beta| \|g_0^n\|_n$.

$\|f_0\|_0^2$ is a quadratic form, since

$$
\begin{align*}
\|\alpha f_0^n + \beta g_0^n\|_0^2 & = \lim_{n \to \infty} \|\alpha f_0^n + \beta g_0^n\|_n^2 \\
& = \lim_{n \to \infty} [a\bar{a}\|f_0^n\|_n^2 + a\bar{\beta}(f_0^n, g_0^n)_n + \bar{a}\beta(g_0^n, f_0^n)_n + \beta\bar{\beta}\|g_0^n\|_n^2].
\end{align*}
$$
Since the quadratic form in square brackets converges for all values of the complex variables $\alpha, \beta$, it converges to a form of the same kind. This proves that $\|f_\theta\|_0^2$ is a quadratic form and also that

\[
(f_\theta, g_\theta)_0 = \lim_{n \to \infty} (f_{\theta_0}, g_{\theta_0})_n.
\]

It remains to be proved that $F_0$ is complete.

Take a Cauchy sequence $\{f^{(n)}_0\} \subset F_0$. The inequality $\|f^{(m)}_0 - f^{(n)}_0\|_k \leq \|f^{(m)}_l - f^{(n)}_l\|_1$, for $l > k$, gives, when $l \to \infty$, $\|f^{(m)}_0 - f^{(n)}_0\|_k \leq \|f^{(m)}_0 - f^{(n)}_0\|_0$. Hence, $\{f^{(m)}_0\} \subset \mathbb{R}^*, \ldots$ is a Cauchy sequence in $F_k$, $\lim_{n \to \infty} f^{(n)}_0 = \psi_0 \in F_k$. It is clear that $\psi_0$ is the restriction to $E_k$ of a function $\psi_0$ defined in $E$. We have

\[
\|f^{(m)}_0 - \psi_0\|_k = \lim_{n \to \infty} \|f^{(m)}_0 - f^{(n)}_0\|_k \leq \lim_{n \to \infty} \|f^{(m)}_0 - f^{(n)}_0\|_0.
\]

This allows us to prove that $\psi_0 \in F_0$, since it gives a bound for $\|\psi_0\|_k$ independent of $k$, namely

\[
\|\psi_0\|_k \leq \|f^{(m)}_0\|_k + \lim_{n \to \infty} \|f^{(m)}_0 - f^{(n)}_0\|_0 \leq \|f^{(m)}_0\|_0 + \lim_{n \to \infty} \|f^{(m)}_0 - f^{(n)}_0\|_0.
\]

On the other hand, it shows that

\[
\|f^{(m)}_0 - \psi_0\|_0 = \lim_{k \to \infty} \|f^{(m)}_0 - \psi_0\|_k \leq \lim_{n \to \infty} \|f^{(m)}_0 - f^{(n)}_0\|_0
\]

and consequently $\lim_{n \to \infty} \|f^{(m)}_0 - \psi_0\|_0 = 0$. This achieves the proof of completeness.

We have still to prove the reproducing property of $K_0$. To this effect take any $f_0 \in F_0$, $y \in E$. For sufficiently large $n$ we have

\[
f_0(y) = f_{0n}(y) = (f_{0n}(x), K_n(x, y))_n = (f_{0n}(x), K_{0n}(x, y))_n
\]

\[+ (f_{0n}(x), K_n(x, y) - K_{0n}(x, y))_n.
\]

For $n \to \infty$, the first scalar product in the last member converges, by formula (7), to $(f_0, K_0(x, y))_0$. The second scalar product converges to 0; in fact, by formula (6) (with $k = m = n$), it is in absolute value smaller than

\[
\|f_{0n}\|_n K_n(x, y) - K_{0n}(x, y)\|_n \leq \|f_0\|_0 (K_n(y, y) - K_0(y, y))^{1/2}.
\]

This achieves the proof of our theorem.

B. The case of an increasing sequence. Let $\{E_n\}$ be a decreasing sequence of sets, $E$ their intersection

\[
E = E_1 \cap E_2 \cap \cdots, E_1 \supset E_2 \supset \cdots
\]

Let $F_n$ be a class of functions defined in $E_n$. As before, we define the restriction $f^{(m)}_n$, for $f_n \in F_n$, but now $m$ has to be greater than $n$. We suppose then that $F_n$ form an increasing sequence.
for every $f_n \in F_n$ and every $m \geq n$, \[ f_{nm} \in F_m. \]

We suppose further that the norms $\|\|_n$ form a decreasing sequence
\[ \|f_{nm}\|_m \leq \|f_n\|_n. \]

Finally, we suppose that every $F_n$ possesses a r.k. $K_n(x, y)$.

Now, even for all $E_n$ equal, we cannot deduce the existence of all kernels $K_n$ from the existence of one of them.

As in the case A, we get for the restrictions $K_{nm}$ of $K_n$ the formula
\[ K_{nm} \ll K_m, \quad \text{for } m > n. \]

For $y \in E$, \( \{ K_m(y, y) \} \) is an increasing sequence of positive numbers. Its limit may be infinite. We define, consequently,
\[ E_0 = \text{set of } y \in E, \text{ such that } K_0(y, y) = \lim_{m \to \infty} K_m(y, y) < \infty. \]

For an illustration of this point consider Bergman's kernels $K_n$ for a decreasing sequence of domains $E_n$. If the intersection $E$ of the domains $E_n$ is composed of a closed circle with an exterior segment attached to it, the set $E_0$ will be composed of all interior points of the circle.

We suppose that $E_0$ is not empty and define the limit-class of the classes $F_n$ in the following way: let $F_0$ be the class of all restrictions $f_{n0}$ of functions $f_n \in F_n$ ($n = 1, 2, \ldots$) to the set $E_0$. From (10), we know that the sequence $\{ \|f_{nk}\|_k \}$ is decreasing and we can define
\[ \|f_{n0}\|_0 = \lim_{k \to \infty} \|f_{nk}\|_k. \]

As in case A we prove that $\|f_{n0}\|_0$ is a positive quadratic form. This form is positive definite since from $\|f_{n0}\|_0 = 0$ it follows that for any $y \in E_0$, $|f_{n0}(y)| = |f_{nk}(y)| = \|f_{nk}(x, K_k(x, y))\|_k \leq \|f_{nk}\|_k (K_k(y, y))^{1/2} = 0$, that is, $f_{n0} = 0$. Consequently $\|\|_0$ is a norm in $F_0$.

In general $F_0$ will not be complete. In order that $F_0$ admit of a functional completion with a reproducing kernel, there are two conditions to be fulfilled which are given in the theorem of §4. The first one is that for every $y$ there exists a constant $M_y$ so that
\[ |f_{n0}(y)| \leq M_y \|f_{n0}\|_0 \quad \text{for all } f_{n0} \in F_0. \]

Let us remark that the functions $f_{n0}$ may be considered as defined in the whole set $E$ (taking the restriction of $f_n$ to $E$). Then, for every $y \in E$, the condition (14) is equivalent to $K_0(y, y) = \lim K_n(y, y) < \infty$. In fact, from the latter condition it follows in the same manner as above that $|f_{n0}(y)| \leq \|f_{n0}\|_0 (K_0(y, y))^{1/2}$, that is (14) with $M_y = (K_0(y, y))^{1/2}$. From (14), by taking $f_n(x) = K_n(x, y)$ we get $K_n(y, y) \leq M_y \|K_{n0}(x, y)\|_0 \leq M_y \|K_n(x, y)\|_n = M_y (K_n(y, y))^{1/2}$, that is, $K_n(y, y) \leq M^*_y$. 


Consequently, condition (14), that is, condition $1^\circ$ of §4, is assured by our restriction to the set $E_0$. But the condition $2^\circ$ of §4 is in general not assured.

We may illustrate this by the counter-example of §4. Take all the $E_n$ equal to the set $E$ of this counter-example. As class $F_0$ we take the $n$-dimensional subspace of the class $F$ introduced there, consisting of all polynomials of degree $\leq n$. Each $F_n$ is a complete space and its r.k. $K_n$ converges to the Bergman kernel of the circle, restricted to $E$. Consequently $E_0 = E$, $F_0 = F$ and $\| \cdot \|_0$ is clearly the norm introduced there.

To overcome this difficulty we can proceed as indicated in §4. We complete $F_0$ by ideal elements; in the completed Hilbert space $\overline{F}_0$ we choose an additional set $E'$ of ideal elements such that the functions of $F_0$, extended to $E_0 + E'$, with the same norm as in $F_0$, form a space admitting a functional completion leading to a class $\overline{F}_0$ with a reproducing kernel $\overline{K}_0$.

Following the theorem of §5, we can return now to our set $E_0$ by restricting the functions of $\overline{F}_0$ to $E_0$. If we take in the restricted class the norm defined in the theorem of §5, we shall get as r.k. the restriction of $\overline{K}_0$ to $E_0$. The restricted class $F_0^*$ and its norm $\| \cdot \|_0^*$ can then be described, in terms of the space $F_0$ and its norm $\| \cdot \|_0$, in the following way.

$f_0^* \in F_0^*$ if there is a Cauchy sequence $\{f_0^{(n)}\} \subset F_0$ such that

\[ f_0^*(x) = \lim_{n \to \infty} f_0^{(n)}(x) \quad \text{for every } x \in E_0, \]

\[ \|f_0^*(x)\|_0^* = \min_{n \to \infty} \|f_0^{(n)}\|_0, \]

the minimum being taken for all Cauchy sequences $\{f_0^{(n)}\} \subset F_0$ satisfying (15). There exists at least one Cauchy sequence for which the minimum is attained. Such sequences will be called determining $f_0^*$.

The scalar product corresponding to $\| \cdot \|_0^*$ is defined by

\[ (f_0^*, g_0^*)_0^* = \lim_{n \to \infty} (f_0^{(n)}, g_0^{(n)})_0 \]

for any two Cauchy sequences $\{f_0^{(n)}\}$ and $\{g_0^{(n)}\}$ determining $f_0^*$ and $g_0^*$.

It is important to note that formula (17) is still valid when only one of the sequences $\{f_0^{(n)}\}$, $\{g_0^{(n)}\}$ is determining, the other satisfying only (15).

All these facts about the space $F_0^*$ and its norm and scalar product are easily obtained when we form, as in §5, the subspace $\overline{F}_0 \subset F_0$ of all $f_0 \in F_0$ vanishing in $E_0$. The complementary subspace $\overline{F}_0 = F_0 \ominus F_0$ is then in an isomorphic correspondence with $F_0^*$, $f_0 \mapsto f_0^*$, where $f_0^*$ is the restriction of $f_0^*$ to $E_0$. Further,

\[ \|f_0^*\|_0^* = \|f_0^*\|_0, \quad (f_0^*, g_0^*)_0^* = (f_0^*, g_0)_{\overline{F}_0}, \]
where \( \| \cdot \|_0 \) and \( (\cdot, \cdot)_0 \) are the norm and scalar product in \( F_0 \).

A Cauchy sequence \( \{f_0^{(n)}\} \subset F_0 \) converges in \( F_0 \) to a function \( f_0 \). In the set \( E_0 \) it converges everywhere to a function \( f_0^* \in F_0^* \) which is the restriction of \( f_0 \) to \( E_0 \). \( f_0^* \) is also the restriction of \( f_0^* \) = projection of \( f_0 \) on \( F_0^* \). Since \( \tilde{f}_0 - \tilde{f}_0' \in F_0^* \), we get

\[
\lim_{n \to \infty} \left\| f_0^{(n)} \right\|_0^2 = \left\| f_0 \right\|_0^2 = \left\| \tilde{f}_0 \right\|_0^2 + \left\| \tilde{f}_0 - \tilde{f}_0' \right\|_0^2 \geq \left\| f_0^* \right\|_0^2.
\]

The equality here is attained if \( \{f_0^{(n)}\} \) converges in \( F_0 \) to \( f_0^* \). Such a Cauchy sequence we have called as determining \( f_0^* \). If now two Cauchy sequences \( \{f_0^{(n)}\} \) and \( \{g_0^{(n)}\} \) converge everywhere in \( E_0 \) to \( f_0^* \) and \( g_0^* \), they converge in \( F_0 \) to vectors \( f_0 \) and \( g_0 \) whose restrictions to \( E_0 \) are \( f_0^* \) and \( g_0^* \). If \( f_0' \) and \( g_0' \) are projections of \( f_0 \) and \( g_0 \) on \( F_0^* \), then \( (f_0^*, g_0^*)_0 = (f_0', g_0')_0 \). But \( \lim (f_0^{(n)}, g_0^{(n)})_0 = (f_0, g_0)_0 \). If one of the sequences, say \( \{f_0^{(n)}\} \), determines its limit in \( E_0 \), then \( (f_0, g_0)_0 \). The space \( F_0^* \) being completely defined we prove the following theorem.

**Theorem II.** The restrictions \( K_{n0}(x, y) \) for every fixed \( y \in E_0 \) form a Cauchy sequence in \( F_0 \). They converge to a function \( K_0(x, y) \in F_0^* \) which is the reproducing kernel of \( F_0^* \).

**Proof.** By an argument similar to the one used in (5) we obtain for \( n \leq m \leq k \)

\[
\left\| K_{mk}(x, y) - K_{nk}(x, y) \right\|_0^2 \leq K_m(y, y) - K_n(y, y).
\]

Taking \( k \to \infty \), we have

\[
\left\| K_{n0}(x, y) - K_{n0}(x, y) \right\|_0^2 \leq K_m(y, y) - K_n(y, y).
\]

This proves, together with (12), that \( \{ K_{n0}(x, y) \} \) is a Cauchy sequence in \( F_0 \). By property (14) this sequence converges for every \( x \in E_0 \) to a function \( K_0(x, y) \) which, by definition (15), belongs to \( F_0^* \).

It remains to prove the reproducing property of \( K_0^* \). To this effect take any \( f_0^* \in F_0^* \) and a Cauchy sequence \( \{f_0^{(n)}\} \subset F_0 \) determining \( f_0^* \). Each \( f_0^{(n)} \) is a restriction of some \( f_{hn} \in F_{hn} \), \( f_0^{(n)} = f_{hn} \). By (13) there exists an increasing sequence \( m_1 < m_2 < \cdots \) such that

\[
m_n > k_n, \quad \left\| f_{hn} \right\|_n \leq \left\| f_{hn} \right\|_n - \left\| f_{hn} \right\|_n \leq \frac{1}{m^2}.
\]

It is clear that \( \{ K_{m0}(x, y) \} \) is also a Cauchy sequence converging to \( K_0(x, y) \). Consequently, from (17) it follows that

\[
(f_0^*, K_0(x, y))_0 = \lim_{n \to \infty} (f_{hn}^*, K_{m0}(x, y))_0.
\]

We may now write
\( (f_{k_n}(x), K_{m_n}(x, y))_0 = (f_{k_n}(x), K_{m_n}(x, y))_{m_n} \)

\[ (f_{h_n}(x), K_{m_n}(x, y))_{m_n} - (f_{h_n}(x), K_{m_n}(x, y))_0. \]

(22)

The square bracket is of the form \([g, h]_{m_n} - (g_0, h_0)_0\) for \(g, h\) of \(F_{m_n}(g_0, h_0)\) are restrictions of \(g, h\) to \(E_0\). This is a bilinear form in \(g, h\) and the corresponding quadratic form \((g, g)_{m_n} - (g_0, g_0)_0 = \|g\|_{m_n}^2 - \|g_0\|_0^2\) is positive (following (10) and (13)). Consequently the Cauchy-Schwarz inequality is valid for this form and in the case of the square bracket of (22) it gives in connection with (20)

\[ | [\ldots] | \leq \left[ \|f_{k_n}\|_{m_n}^2 - \|f_{h_n}\|_0^2 \right]^{1/2} \left[ \|K_{m_n}(x, y)\|_{m_n}^2 - \|K_{m_n}(x, y)\|_0^2 \right]^{1/2} \leq \frac{1}{n} \|K_{m_n}(x, y)\|_{m_n} = \frac{1}{n} K_{m_n}(y, y)^{1/2}. \]

For \(n \to \infty\) this converges to 0, since \(K_{m_n}(y, y) \neq K_0(y, y) < \infty\). Therefore, (21) and (22) yield

\[ (f_0(x), K_0^*(x, y))_0 = \lim_{n \to \infty} (f_{k_n}(x), K_{m_n}(x, y))_{m_n} = \lim_{n \to \infty} f_{k_n}(y) = \lim f_{k_n}(y) = f_0(y), \]

which is the reproducing property of \(K_0^*\).

**Remark.** A particularly simple case is the one where the class \(F_0\) with the norm \(\|\|_0\) happens to be a subspace of a class \(F\) possessing a reproducing kernel. Then, condition 2\(^{\circ}\) of §4 is clearly satisfied; \(F_0^*\) is the functional completion of \(F_0\), the norm \(\|\|_0^*\) is an extension of the norm \(\|\|_0\), and \(F_0^*\) is simply the closure in \(F\) of \(F_0\).

A trivial case of this kind is one where the \(F_n\) form an increasing sequence of subspaces of a class \(F\) with a r.k. Hence \(E_1 = E_2 = \cdots = E = E_0\) and \(F_0^*\) is the closure of the sum \(\sum F_n\).

10. **Construction of a r.k. by resolution of identity.** Let us give a brief résumé of the essential properties of resolutions of identity in a Hilbert space \(\mathcal{H}\) (for a complete study of resolutions of identity, especially in connection with the theory of operators, see M. H. Stone [1]). For simplicity’s sake we shall suppose here that the space \(\mathcal{H}\) is separable.

We call a resolution of identity a class \(\{P_{\lambda}\}\) of projections in \(\mathcal{H}\), depending on a real parameter \(\lambda\), \(-\infty < \lambda < \infty\), and having the following properties:

1. \(P_{\lambda}\) is a projection on a closed subspace \(\mathcal{H}_{\lambda} \subset \mathcal{H}\), increasing with \(\lambda: \mathcal{H}_{\lambda'} \subset \mathcal{H}_{\lambda}\) for \(\lambda' < \lambda\).

2. \(P_{\lambda} \to 0\) for \(\lambda \to -\infty\); \(P_{\lambda} \to I\) (identity operator) for \(\lambda \to +\infty\).

For any open interval \(\Delta: \lambda' < \lambda < \lambda''\), we define

\[ \Delta \mathcal{H} = \mathcal{H}_{\lambda''} \ominus \mathcal{H}_{\lambda'}, \quad \Delta P = P_{\lambda''} - P_{\lambda'}. \]
\( \Delta P \) is the projection on \( \Delta \mathcal{G} \).

For any decomposition of the real axis into intervals \( \Delta_k = (\lambda_k, \lambda_{k+1}) \), 
\(-\infty = \cdots < \lambda_{-2} < \lambda_{-1} < \lambda_0 < \lambda_1 < \cdots \rightarrow + \infty \), we have, obviously,
\[
I = \sum_k \Delta_k P,
\]
the series converging in the sense of strong limit for operators.

A real number \( \lambda_0 \) belongs to the spectrum of \( \{ P_\lambda \} \) if \( \Delta P \neq 0 \) for every interval \( \Delta \) containing \( \lambda_0 \). The numbers belonging to the spectrum form a closed set.

For any real \( \theta \) and any decreasing sequence of intervals \( \Delta_n \) containing \( \theta \) and converging to \( \theta \) there exist the limits
\[
\delta_0 P = \lim \Delta_n P, \quad \delta_0 \mathcal{G} = \lim \Delta_n \mathcal{G},
\]
the second limit being the intersection of the decreasing sequence of subspaces \( \Delta_n \mathcal{G} \). These limits do not depend on the choice of \( \Delta_n \) and \( \delta_0 P \) is the projection on \( \delta_0 \mathcal{G} \). Only for an enumerable set of \( \theta \), say \( \{ \theta_k \} \), is \( \delta_0 P \neq 0 \).

If we have \( \delta_0 P = I \), which means \( \delta_0 \mathcal{G} + \delta_0 \mathcal{G} + \cdots = \mathcal{G} \), we say that the spectrum of \( \{ P_\lambda \} \) is discrete.

If, for all \( \theta \), \( \delta_0 P = 0 \), we say that the spectrum of \( \{ P_\lambda \} \) is continuous (often called purely continuous).

In our applications we shall meet, essentially, only discrete spectra or continuous spectra.

It has been proved (theorem of Hellinger-Hahn) that for any spectrum there exist finite or infinite systems \( \{ f_n(\lambda) \} \) of elements \( f_n(\lambda) \in \mathcal{G} \), depending on \( \lambda \), such that if we denote by \( \Delta f_n \) the difference \( f_n(\lambda'') - f_n(\lambda') \), we have
(a) for \( m \neq n \), \( (\Delta f_m, \Delta f_n) = 0 \) for any intervals \( \Delta_1, \Delta_2 \).
(b) \( (\Delta f_n, \Delta f_n) = 0 \) for any non-overlapping intervals \( \Delta_1, \Delta_2 \).
(c) For every interval \( \Delta \), the elements \( \Delta f_n \) for \( n = 1, 2, \cdots \) for all \( \Delta_1 \subset \Delta \), belong to the subspace \( \Delta \mathcal{G} \) and form a complete system in \( \Delta \mathcal{G} \).

The minimal number of elements in such a system \( \{ f_n(\lambda) \} \) is called the multiplicity of the spectrum. The spectrum is called simple if the multiplicity \( = 1 \), that is, if there exists such a system with only one element \( f_i(\lambda) \).

In the case of a discrete spectrum the multiplicity is the maximal dimension of the subspaces \( \delta_0 \mathcal{G} \).

If a system of elements \( \{ f_n(\lambda) \} \) satisfies (a) and (b) and instead of (c)

(c') The elements \( \Delta f_n \) for \( n = 1, 2, \cdots \) and for all intervals \( \Delta \) form a complete system in \( \mathcal{G} \),
then the system \( \{ f_n(\lambda) \} \) determines a corresponding resolution of identity \( \{ P_\lambda \} \) (for which it satisfies (c)) in the following manner:

\( \mathcal{G} \) is the subspace generated by all the \( \Delta f_n \), \( n = 1, 2, \cdots \), \( \Delta = (\lambda', \lambda'') \) with \( \lambda'' < \lambda \).
This resolution of identity is continuous to the left, that is, \( \mathcal{S}_\lambda = \lim \mathcal{S}_{\lambda'} \) for \( \lambda' \not\in \mathcal{S} \). This condition (or the right side continuity) is usually accepted, for reasons of convenience, as an additional condition on resolutions of identity.

For any system \( \{f_n(\lambda)\} \) satisfying (a), (b), and (c), it is seen that \( \|f_n(\lambda)\|^2 \) is a non-decreasing function \( \mu_n(\lambda), \Delta \mu_n = \mu_n(\lambda^+) - \mu_n(\lambda^-) = \|f_n\|^2 \). We consider the measure \( \mu_n \), introduced on the real axis by \( \mu_n(\lambda) \), which leads to the Lebesgue-Stieltjes integral \( \int \Phi(\lambda) d\mu_n(\lambda) \). It has been proved that for every \( u \in \mathcal{S} \) there exists the limit

\[
\phi_n(\lambda) = \lim_{\lambda' \uparrow \lambda, \lambda' \not\in \mathcal{S}} \frac{(u, A f_n)}{\|A f_n\|^2} \frac{d(u, f_n(\lambda))}{d \mu_n(\lambda)},
\]

for all \( \lambda \) with exception of a set of \( \mu_n \)-measure 0.

We have further

\[
\|u\|^2 = \sum_n \int_{-\infty}^{\infty} \phi_n(\lambda) |^2 d \mu_n.
\]

\[
(u, v) = \sum_n \int_{-\infty}^{\infty} \phi_n(\lambda) \psi_n(\lambda) d \mu_n, \quad \text{where} \quad \psi_n(\lambda) = \frac{d(u, f_n(\lambda))}{d \mu_n(\lambda)}.
\]

Let us now apply the above considerations to the construction of a r.k. We suppose that our Hilbert space \( \mathcal{S} \) is a class of functions defined in \( E \) with a r.k. \( K(x, y) \).

For a given resolution of identity \( \{P_\lambda\} \) every subspace \( \Delta \mathcal{S} \) will have a r.k. which we shall denote by \( \Delta K(x, y) \). The kernel \( \Delta K \) determines the projection \( \Delta P \) by the equation

\[
\Delta P f = f_1(y) = (f(x), \Delta K(x, y)), \quad \text{for any} \ f \in \mathcal{S}.
\]

The kernel \( K \) corresponds to the identity \( I \) and following (2) we have

\[
K(x, y) = \sum_k \Delta_k K(x, y),
\]

for any decomposition \( \{\Delta_k\} \) of the real axis. The series in (8) converges absolutely. In fact, following (2), the series \( K(y, z) = IK(y, z) = \sum \Delta_k P K(y, z) = \sum (K(x, z), \Delta_k K(x, y))_x = \sum \Delta_k K(y, z) \) as function of \( y \) is strongly convergent. It converges then in the ordinary sense for every \( y \), in particular for \( y = z \). Thus, \( K(z, z) = \sum \Delta_k K(z, z) < \infty, \Delta_k K(z, z) \geq 0 \). Consequently

\[
\sum | \Delta_k K(x, y) | \leq \sum (\Delta_k K(x, x))^{1/2} (\Delta_k K(y, y))^{1/2} \\
\leq \left[ \sum \Delta_k K(x, x) \cdot \sum \Delta_k K(y, y) \right]^{1/2}.
\]

If the resolution of identity \( \{P_\lambda\} \) has a discrete spectrum \( \{\theta_k\} \) and if the r.k. of \( \delta_{\theta_k} \mathcal{S} \) is denoted by \( \delta_{\theta_k} K \), then we have again an absolutely convergent representation
(9) \[ K(x, y) = \sum_k \delta_{\theta_k} K(x, y). \]

An especially important case which is most often applied is one where the spectrum is simple. Then the subspaces \( \delta_{\theta_k} \) are one-dimensional and each is generated by a function \( g_k(x) \) which we can suppose normalized, \( \|g_k\| = 1 \). The functions \( g_k(x) \) form a complete orthonormal system in \( \mathcal{D} \). The kernels \( \delta_{\theta_k} K(x, y) \) are given by \( g_k(x)g_k(y) \), and (9) takes the form of the well known development of the kernel in an orthonormal complete system

(10) \[ K(x, y) = \sum_k g_k(x)g_k(y), \]

which for a long time was taken as a basis of the definition of a r.k.

Suppose now that the resolution of identity \( \{ P_\lambda \} \) is given by a system of functions \( f_n(\lambda) \equiv f_n(x, \lambda) \) satisfying (a), (b), and (c'). Following (4) we define for \( u = K(x, y) \) (considered as function of \( x \)), the functions

(11) \[ \Phi_n(y, \lambda) = \lim_{\Delta \lambda} \frac{K(x, y), \Delta f_n}{\Delta \mu_n} = \lim_{\mu_n(\lambda'') - \mu_n(\lambda')} \frac{df_n(y, \lambda) - df_n(y, \lambda')}{d\mu_n(\lambda)} = \frac{df_n(y, \lambda)}{d\mu_n(\lambda)}. \]

From (6) and (5) we then obtain

(12) \[ K(y, z) = (K(x, z), K(x, y)) = \sum_n \int_{-\infty}^{\infty} \Phi_n(y, \lambda)\Phi_n(z, \lambda)d\mu_n, \]

(13) \[ K(y, y) = \sum_n \int_{-\infty}^{\infty} |\Phi_n(y, \lambda)|^2d\mu_n. \]

The series and the integrals in (12) are absolutely convergent because of (13).

The function \( \Phi_n(y, \lambda) \) is in general defined for each \( y \) only almost everywhere in \( \lambda \) in the sense of the measure \( \mu_n \). Nevertheless, in most applications it turns out to be a continuous function of \( \lambda \). In spite of this, \( \Phi_n(y, \lambda_0) \), as function of \( y \) for a fixed \( \lambda_0 \), will not in general belong to \( \mathcal{D} \).

11. **Operators in spaces with reproducing kernels**\(^{(9)}\). In a class \( F \) forming a Hilbert space with a r.k. \( K \), the bounded operators admit of an interesting representation.

The notation \( L_{x_0}K(x, y) \) indicates that the operator is applied to \( K(x, y) \) as function of \( x \) and that the resulting function is considered as function of \( x \) (but it will depend also on \( y \) which will act in the transformation as a parameter). It is then clear what is meant by \( L_{x_0}K(x, z) \), \( L_{x_0}L_{x_0}^*K(x, z) \), and so on. The notation \( Lf(x) \) is clear and we may also write \( Lf(x_0) \) if \( x_0 \) is a particular value of \( x \). Consider the adjoint operator \( L^* \) (that is, the operator for which \( (Lf, g) = (f, L^*g) \)). Take the transform

\(^{(9)}\) The developments of this section are closely related with the work and ideas of E. H. Moore.
\[ (1) \quad \Lambda(x, y) = L_x^* K(x, y). \]

\( \Lambda \) is a function of the two points \( x, y \). As function of \( x \) it belongs to \( F \).

Take then for any \( f \in F \) the scalar product \( (f(x), \Lambda(x, y))_x = (f(x), L_x^* K(x, y))_x = (Lf(x), K(x, y)) = Lf(y), \)

\[ (2) \quad Lf(y) = (f(x), \Lambda(x, y)). \]

In this way, to each bounded operator there corresponds a kernel \( \Lambda(x, y) \) which for every \( y \), as function of \( x \), belongs to \( F \). The operator is represented in terms of the kernel by formula \((2)\).

Let us now find the kernel \( \Lambda^*(x, y) \) corresponding to the adjoint operator \( L^* \). We have \((L^*)^* = L \) and thus

\[ (L_x K(x, z), K(x, y)) = (K(x, z), L_x^* K(x, y)), \]

\[ (\Lambda^*(x, z), K(x, y)) = (\Lambda(x, y), K(x, z)), \]

\[ \Lambda^*(y, z) = \Lambda(z, y). \]

It is clear that to \( L_1 + L_2 \) or \( \alpha L \) correspond \( \Lambda_1 + \Lambda_2 \) and \( \alpha \Lambda \), respectively. We shall now find the kernel \( \Lambda \) corresponding to the composition \( L = L_1 L_2 \). Since \((L_1 L_2)^* = L_2^* L_1^* \), we have

\[ \Lambda(y, z) = (L_1 L_2)_x^* K(y, z) = L_2^* L_1^* K(y, z) = L_{22}^* \Lambda_1(y, z) = (\Lambda_1(x, z), \Lambda_2(x, y)) = (\Lambda_1(x, z), \Lambda_2(y, x)) \]

\[ (4) \quad \Lambda(y, z) = (\Lambda_1(x, z), \Lambda_2(y, x)) \quad \text{for } L = L_1 L_2. \]

Let us note the following properties resulting immediately from \((1)-(4)\):

\[ ((f(x), \Lambda(x, y)), g(y))_y = (f(x), (g(y), \Lambda(x, y))_y)_x \]

\[ = (f(x), (\Lambda(x, y), g(y))_y)_x. \]

\[ (6) \quad \text{The symmetry of } L \text{ is equivalent to the hermitian symmetry of } \Lambda: \]

\[ \Lambda(x, y) = \overline{\Lambda(y, x)}. \]

We prove now the following property:

\[ (7) \quad \text{The operator } L \text{ is positive if and only if } \Lambda \text{ is a } p. \text{ matrix.} \]

In fact, \( L \) positive means that for every \( f \in F \), \( (Lf, f) \geq 0 \). For \( f = \sum \xi_i \xi_j \delta_i \delta_j K(x, y_i), K(x, y_j) \) we then get

\[ \sum \xi_i \xi_j (L_x K(x, y_i), K(x, y_j)) = \sum \xi_i \xi_j (\Lambda^*(x, y_i), K(x, y_j)) = \sum \Lambda^*(y_i, y_j) \xi_i \xi_j > 0. \]
This proves that \( \bar{\Lambda} \) and thus \( \Lambda \) is also a p. matrix. It also proves the well known fact that a positive operator is always symmetric.

If now \( \Lambda \) is a p. matrix, we see that \((Lf, f) \geq 0\) will be satisfied for all \( f \) of the form \( \sum \omega_k K(x, y_k) \). As these functions form a dense set in \( F \), every function \( f \in F \) may be approximated by them and we get \((Lf, f) \geq 0\) by a passage to the limit.

In generalizing the notation of §7 we shall write \( \Lambda_1 \ll \Lambda_2 \) or \( \Lambda_2 \ll \Lambda_1 \) for any two kernels if \( \Lambda_2 - \Lambda_1 \) is a p. matrix.

**Theorem I.** For an arbitrary kernel \( \Lambda(x, y) \), hermitian symmetric (that is, \( \Lambda(x, y) = \Lambda(y, x) \)), the necessary and sufficient condition that it correspond to a bounded symmetric operator with lower bound \( \geq m > -\infty \) and upper bound \( \leq M < +\infty \) is that \( mK \ll \Delta \ll MK \).

**Proof.** Necessity. If \( L \) is the corresponding symmetric operator with bounds not less than \( m \) and not greater than \( M \), we have

\[
m(f, f) \leq (Lf, f) \leq M(f, f)
\]

for every \( f \in F \).

It follows that \((L-mI)f, f) \geq 0\) and \((MI-L)f, f) \geq 0\), that is, the operators \( L-mI \) and \( MI-L \) are positive. Therefore, from (7) we obtain that \( \Lambda-mK \) and \( MK - \Lambda \) are p. matrices.

**Sufficiency.** The condition of the theorem is clearly equivalent to

\[
0 \ll \frac{1}{M-m} (\Lambda - mK) \ll K.
\]

This means that the kernel \( K_1 = (1/(M-m)) (\Lambda - mK) \) is a p. matrix and is \( \ll K \). Therefore it is a reproducing kernel of a class \( F_1 \) with the norm \( \| \cdot \|_1 \) and following Theorem I, §7, \( F_1 \subset F \) and \( \| f_1 \|_1 \geq \| f_1 \| \) for \( f_1 \in F_1 \). Then, as in Theorem III, §7, the operator

\[
L_1f(y) = (f(x), K_1(x, y))
\]

is a positive operator in \( F \) with a bound not greater than 1, that is,

\[
0 \leq (L_1f, f) \leq (f, f).
\]

This operator corresponds to \( K_1(x, y) \) by its definition. Consequently, to \( \Lambda = (M-m)K_1 + mK \) there corresponds the operator \( L = (M-m)L_1 + mI \) and the last inequalities give

\[
m(f, f) \leq (mI f, f) + ((M - m)L_1 f, f) \leq M(f, f),
\]

\[
m(f, f) \leq (Lf, f) \leq M(f, f).
\]

An arbitrary kernel \( \Lambda \) is representable in a unique way in the form

\[
\Lambda = \Lambda_1 + i\Lambda_2, \quad \Lambda_1 \text{ and } \Lambda_2 \text{ hermitian symmetric.}
\]

(8)


Namely, we have
\[ \Lambda_1(x, y) = \frac{1}{2} (\Lambda(x, y) + \overline{\Lambda(y, x)}), \]

\[ \Lambda_2(x, y) = \frac{1}{2i} (\Lambda(x, y) - \overline{\Lambda(y, x)}). \]

The necessary and sufficient condition in order that \( \Lambda \) correspond to a bounded operator is, clearly, that \( \Lambda_1 \) and \( \Lambda_2 \) correspond to such operators. To the last kernels we can apply Theorem I.

We now consider convergence of operators. The three simplest notions of limit for bounded operators are the following: the \textit{weak limit}, \( \text{w. lim}_{n \to \infty} L_n = L \), if \( L_n u \) converges weakly to \( L u \) for every \( u \in F \); the \textit{strong limit}, \( \text{str. lim} \ L_n = L \), if \( L_n u \) converges strongly to \( L u \); the \textit{uniform limit}, \( \text{un. lim} \ L_n = L \), if \( \| L_n - L \| \to 0 \), where \( \| \cdot \| \) for operators denotes their bound.

It is clear that weak convergence follows from strong convergence and that strong convergence follows from the uniform one.

It is known that \( \text{w. lim} \ L_n = L \) involves the boundedness of all \( \| L_n \| \) and the inequality \( \| L \| \leq \text{lim inf} \ \| L_n \| \).

**Theorem II.** If \( L = \text{w. lim} \ L_n \), then for the corresponding kernels we have \( \Lambda(x, y) = \lim \Lambda_n(x, y) \) for every \( x, y \) in \( E \). If \( L = \text{un. lim} \ L_n \), then \( \Lambda_n \) converges uniformly to \( \Lambda \) in every set of couples \((x, y)\) for which \( K(x, x) \) and \( K(y, y) \) are uniformly bounded.

The first part follows immediately, by the definition of weak convergence from

\[ \Lambda(x, y) = (\Lambda(z, y), K(z, x)) = (L_n^* K(z, y), K(z, x)) \]

\[ = (K(z, y), L_n K(z, x)) = \lim (K(z, y), L_n K(z, x)) = \lim \Lambda_n(x, y). \]

The second part follows easily from

\[ |\Lambda(x, y) - \Lambda_n(x, y)| = \left| (K(z, y), (L - L_n) K(z, x)) \right| \]

\[ \leq \| K(z, y) \|_z \| (L - L_n) K(z, x) \|_z \]

\[ \leq \| K(z, y) \|_z \| L - L_n \| \| K(z, x) \|_z \]

\[ = \| L - L_n \| \| K(x, y) \|^{1/2}. \]

Consider now two orthonormal complete systems in \( F \), \( \{g_n^m\} \) and \( \{g_n^m\}^\prime \) (in particular we may have \( g_n^m = g_n^m \)). The double system \( \{g_m^m(x)g_n^m(y)\} \) is a complete orthonormal system in the direct product \( F \otimes \overline{F} \).

If \( \Lambda(x, y) \) belongs to the direct product we know that it is representable by an absolutely convergent double series

\[ \Lambda(x, y) = \sum_{m, n} \alpha_{mn} g_m^m(x) \overline{g_n^m(y)} \]
where the coefficients $\alpha_{mn}$ satisfy $\sum_{m,n} |\alpha_{mn}|^2 < \infty$ and are given by

$$\alpha_{mn} = \langle g_m''(y), \Lambda(x, y) \rangle_x = \langle g_m''(y), Lg_m(y) \rangle.$$

**Theorem III.** For every bounded operator $L$, the series in (10) with coefficients given by (11) is convergent for every $x$ and $y$ in the sense

$$\Lambda(x, y) = \lim_{p, q \to \infty} \sum_{m=1}^{p} \sum_{n=1}^{q} \alpha_{mn} \overline{g_m}(x) g_n'(y).$$

The $\Lambda(x, y)$ belonging to the direct product $F \otimes F$ correspond to operators with finite norm.

Let $P_p'$ and $P_q''$ be the projections on the subspaces generated by $g_1', g_2', \ldots, g_p$ and $g_1'', g_2'', \ldots, g_q''$. It is clear that $\text{str. lim}_{p=\infty} P_p' = I$, $\text{str. lim}_{q=\infty} P_q'' = I$. Consequently, for any $u, v$ in $F$

$$\lim_{p, q \to \infty} \langle P_p'' v, L P_p' u \rangle = \langle v, Lu \rangle.$$

If we take now $v = K(z, y)$ and $u = K(z, x)$ as functions of $z$, we get $P_p'' v = P_p'' K(z, y) = \sum_{m=1}^p l_{g_m'}(z) \overline{g_m}(y)$, $P_p' u = \sum_{m=1}^p l_{g_m'}(z) g_m'(x)$ and (11) and (13) then lead directly to (12).

The norm of an operator $L$ is given by $\|L\| = \sum_{m=1}^\infty \|Lg_m\|^2$ for any orthonormal complete system $\{g_n\}$. It is independent of the choice of this system and may be finite or infinite. From (11) it is clear that

$$Lg_m'(y) = \sum_{n=1}^\infty \overline{\alpha_{mn}} g_n''(y)$$

by development in the system $\{g_n''\}$. Consequently, $\|Lg_m(y)\|^2 = \sum_{n=1}^\infty |\alpha_{mn}|^2$ and $\|L\| = \sum_{m=1}^\infty \sum_{n=1}^\infty |\alpha_{mn}|^2$ which proves the second part of our theorem.

12. **The reproducing kernel of a sum of two closed subspaces.** Let $F$ be a class with a r.k. $K$. We know that the r.k.'s of closed subspaces of $F$ correspond to the projections on these subspaces.

The problem of expressing the r.k. of the sum $F_1 \oplus F_2$ of two closed subspaces in terms of the r.k.'s $K_1$ and $K_2$ of these subspaces is therefore reduced to the problem of expressing the projection $P$ on $F_1 \oplus F_2$ in terms of the projections $P_1$ and $P_2$ on $F_1$ and $F_2$.

In order to obtain this we shall at first prove the identity

$$[\langle P - P_1, P - P_2 \rangle]^m = P - \sum_{k=1}^m P_1 (P_2 P_1)^{k-1} + P_2 (P_1 P_2)^{k-1} - (P_2 P_1)^k - (P_1 P_2)^k - (P_2 P_1)^m.$$

We shall use the known properties of projections, namely: $P_1 = P_1 P = P P_1 = P_1$, $P_2 = P_2 P = P P_2 = P_2$. 
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\[ P_1(P - P_1) = (P - P_1)P_1 = 0, \quad P_2(P - P_2) = (P - P_2)P_2 = 0. \]

Then, denoting the expression \((P - P_1)(P - P_2)\) by \(Q\) we have
\[ Q^k P_1 = Q^{k-1}(P - P_1)(P - P_2)P_1 = Q^{k-1}(P - P_1)(P_1 - P_2P_1) \]
\[ = -Q^{k-1}P_2P_1 + Q^{k-1}P_1P_2P_1. \]

If \(k > 1\), the first term is \(-Q^{k-2}(P - P_1)(P - P_2)P_2P_1 = 0\), and we have
\[ Q^k P_1 = Q^{k-1}P_1P_2P_1, \quad k > 1. \]

For \(k = 1\) we obtain
\[ QP_1 = -P_2P_1 + P_1P_2P_1. \]

Finally, we obtain by induction
\[ Q^k P_1 = -(P_2P_1)^k + P_1(P_2P_1)^k. \]

Further, we have
\[ Q = (P - P_1)(P - P_2) = P - P_1 - P_2 + P_1P_2. \]

This gives
\[ Q^n = Q^{n-1}(P - P_1 - P_2 + P_1P_2) = Q^{n-1}P - Q^{n-1}P_1 - Q^{n-1}P_2 + Q^{n-1}P_1P_2. \]

Since \(Q^{n-1}P = Q^{n-1}, \quad Q^{n-1}P_2 = 0\), we get from (2)
\[ Q^n = Q^{n-1} - Q^{n-1}P_1 + Q^{n-1}P_2 \]
\[ = Q^{n-1} - \left[ -(P_2P_1)^{n-1} + P_1(P_2P_1)^{n-1} \right] \]
\[ + \left[ -(P_2P_1)^{n-1}P_2 + P_1(P_2P_1)^{n-1}P_2 \right] \]
\[ = Q^{n-1} + (P_2P_1)^{n-1} - P_1(P_2P_1)^{n-1} - P_2(P_1P_2)^{n-1} + (P_1P_2)^n. \]

This expression is valid for \(n \geq 2\). Adding these equations side by side for \(n = m, \quad m - 1, \quad \cdots, \quad 2\), and using the formula for \(Q\) given in (3), we obtain the required formula for \(Q^m\). This formula may be written in the form
\[ P = [(P - P_1)(P - P_2)]^m + (P_2P_1)^m \]
\[ + \sum_{k=1}^{m} \left[ P_1(P_2P_1)^{k-1} + P_2(P_1P_2)^{k-1} - (P_2P_1)^k - (P_1P_2)^k \right]. \]

We shall prove now that for \(m \to \infty\), \((P_2P_1)^m\) converges strongly to the projection \(P_0\) on the intersection \(F_0\) of \(F_1\) and \(F_2\). In order to do so we shall consider the operator \(L = P_2P_1\) in the space \(F_2\).

In this space \(L\) is a positive operator (and therefore symmetric) with bound not greater than 1. In fact, for \(u \in F_2\)
\[ (P_2P_1u, \quad P_2P_1u) = \|P_2P_1u\|^2 \leq \|P_1u\|^2 = (P_1u, \quad P_1u) = (P_1u, \quad u) = (P_1u, \quad P_2u) \]
\[ = (P_2P_1u, \quad u) = \|P_1u\|^2 \leq \|u\|^2, \]
(5) \[ 0 \leq (L^k u, L^k u) \leq (L^k u, u) \leq (u, u). \]

Consider now for any \( f \in F \) the sequence \( \{ L^k f \} \). For \( k \geq 1 \), \( L^1 f = P_2 P_1 L^0 f \subseteq F_2 \). Putting \( u = L^k f \) in (5), we get

\[
0 \leq (L^{k+1} f, L^{k+1} f) \leq (L^{k+1} f, L^k f) \leq (L^k f, L^k f),
\]

\[
0 \leq (L^{2k+1} f, L f) \leq (L^{2k} f, L f) \leq (L^{2k-1} f, L f).
\]

Consequently the sequence \( \{ L^k f, L f \} \) is a decreasing sequence of positive numbers and therefore it is convergent. This gives

\[
\lim_{m, n \to \infty} \| L^m f - L^n f \|^2 = \lim_{m, n \to \infty} [(L^m f, L^m f) - (L^n f, L^n f) - (L^n f, L^m f) + (L^n f, L^n f)]
\]

\[
= \lim_{m, n \to \infty} [(L^{2m-1} f, L f) - 2(L^{m+n-1} f, L f) + (L^{2n-1} f, L f)] = 0
\]

and thus \( L^m f \) converges strongly. This means that \( L^m \) converges strongly to some bounded operator \( P_0 \). We have further \( L^{m+1} f = L L^m f = L^m L f \), which, for \( m \to \infty \), gives

(6) \[ L P_0 f = P_0 f = P_0 L f. \]

Therefore \( L^m P_0 f = P_0 f \) and \( P_0 f = \lim L^m P_0 f = P_0 f \). In the subspace \( F_2 \), \( P_0 \) as a limit of symmetric operators is symmetric. Together with \( P_0 f = P_0 f \) it shows that in \( F_2 \) the operator \( P_0 \) is a projection. It is the projection on the subspace of all \( P_0 f \). From (6) we get \( \| P_2 P_1 P_0 f \| \leq \| P_1 P_0 f \| \leq \| P_0 f \| = \| P_2 P_1 P_0 f \| \).

Consequently \( \| P_2 P_1 P_0 f \| = \| P_1 P_0 f \| = \| P_0 f \| \), \( P_2 P_1 P_0 f = P_1 P_0 f = P_0 f \) and \( P_0 f \subseteq F_0 = F_1 \cap F_2 \). Inversely if \( u \in F_1 \cdot F_2 \), then \( Lu = P_2 P_1 u = u \) and \( P_0 u = \lim L^m u = u \).

Thus, in \( F_2 \), \( P_0 \) is the projection on \( F_0 \). Then for any \( f \in F \), we have by (6) \( P_0 f = P_0 L f = P_0 P_2 P_1 f = \) projection of \( f \) on \( F_0 \).

In our formula (4), besides the series \( \sum \) and the term \( (P_2 P_1)^m \) we have still the expression \( (P - P_1)(P - P_2)^m \). \( P - P_1 \) is the projection on \( F' \cap F_1 \), and \( P \cap P_2 \) is the projection on \( F' \cap F_2 \), if we denote \( F_1 \cap F_2 \) by \( F' \). Consequently for \( m \to \infty \), the last expression converges strongly to the projection on the intersection of \( F' \cap F_1 \) and \( F' \cap F_2 \). But this intersection is reduced to the element zero because there were in it any element \( u \neq 0 \), it would belong to \( F' \) and would be orthogonal to \( F_1 \) as well as to \( F_2 \). Thus, \( u \) would be orthogonal to \( F_1 \cap F_2 = F' \) which is impossible.

In this way we finally obtain the desired formula for the projection \( P \):

(7) \[ P = P_0 + \sum_{k=1}^{\infty} [P_1 (P_2 P_1)^k - P_2 (P_1 P_2)^{k-1} - (P_2 P_1)^k - (P_1 P_2)^k]. \]

The subspace \( F_1 \oplus F_2 \) is defined as the closure of the subspace \( F_1 \oplus F_2 \) composed of all sums \( f_1 + f_2 \), \( f_1 \in F_1, f_2 \in F_2 \). In general \( F_1 \oplus F_2 \) is not a closed subspace.
Formula (7) is especially advantageous when \( F_1 + F_2 \) is closed and thus equal to \( F' = F_1 \oplus F_2 \).

Let us analyze this case more in detail. It will be convenient to make the non-essential assumption that

\[
F_0 = F_1 \cdot F_2 = (0), \quad \text{that is,} \quad P_0 = 0.
\]

The angle between two elements (vectors) \( f_1 \neq 0, f_2 \neq 0 \) is given by

\[
\cos \alpha = \text{Re} \frac{(f_1, f_2)}{||f_1||||f_2||}.
\]

The minimal angle \( \phi, 0 \leq \phi \leq \pi/2 \), between \( F_1 \) and \( F_2 \) is given by\(^{19}\)

\[
\cos \phi = \text{l.u.b.} \text{ Re} \frac{(f_1, f_2)}{||f_1||||f_2||} \quad \text{for} \quad 0 \neq f_1 \in F_1, \ 0 \neq f_2 \in F_2.
\]

It is easily seen that, for \( f_1 \in F_1, f_2 \in F_2, \)

\[
| (f_1, f_2) | \leq ||f_1|| ||f_2|| \cos \phi,
\]

\[
||P_1 f_2|| \leq ||f_2|| \cos \phi, \quad ||P_2 f_1|| \leq ||f_1|| \cos \phi,
\]

\[
||f_1 + f_2|| \geq ||f_1|| \sin \phi, \quad ||f_1 + f_2|| \geq ||f_2|| \sin \phi.
\]

In (12), \( \sin \phi \) is the greatest constant \( c \geq 0 \) for which an inequality of type \( ||f_1 + f_2|| \geq c||f_1|| \) is true. By a theorem of H. Kober [1] such inequality with \( c > 0 \) is necessary and sufficient in order that \( F_1 + F_2 \) be closed.

Consequently, we shall know that \( F' = F_1 + F_2 \) if we prove an inequality

\[
||f_1 + f_2|| \geq c ||f_1||,
\]

with any \( c > 0 \). Such a constant is necessarily less than or equal to 1 and it gives always an evaluation of the minimal angle \( \phi \):

\[
\sin \phi \geq c > 0.
\]

The angle \( \phi \) being positive, the inequalities (11) show that the bounds of the operators \( (P_2 P_1)^n \) in \( F_2 \) or \( (P_1 P_2)^n \) in \( F_1 \) are not greater than \( \cos^{2n} \phi \). Formula (7) may now be written in the form

\[
P = \left( P_1 - P_2 P_1 P_2 P_3 P_4 - P_1 P_2 P_3 P_4 + \cdots \right) + \left( P_2 - P_2 P_1 P_2 P_3 P_4 - P_2 P_1 P_2 P_3 P_4 + \cdots \right)
\]

and the two series are uniformly convergent to the operators \( Q_1 \) and \( Q_2 \) which give the decomposition of \( f \in F_1 + F_2 \) in \( f = Q_1 f + Q_2 f \), \( Q_1 f \in F_1, Q_2 f \in F_2 \).

It should be remarked that the decomposition of the series in (7) into the two series (15) is not possible when \( \phi = 0 \), as the operators \( Q_1 \) and \( Q_2 \) are then unbounded.

When the series in (15) are used for computation it is very easy to get

\(^{19}\) The notion of a minimal angle between two subspaces seems to have been first introduced by K. Friedrichs [1].
estimates for the remainder. Usually we shall want to compute, for \( f \) and \( g \) in \( F \), the value of \((f, Pg) = (f, Qg) + (f, Qg)\). It is clear that when we stop in the series of \( Q_1 \) at the \( n \)th term \( P_1^{(n)} = (-1)^{n-1}P_1P_2P_3 \cdots \), then the remainder \( R_{(n)}^1 \) of this series will be given by

\[
R_{(n)}^1 = -P_1^{(n)}Q_2 \quad \text{for odd} \ n, \quad R_{(n)}^1 = -P_1^{(n)}Q_1 \quad \text{for even} \ n.
\]

We have similar developments for the second series defining \( Q_2 \). Consequently, the error in \((f, Qg)\) (for example when \( n \) is odd) is given by \((f, R_{(n)}^1) = -(P_{1}^{(n)}f, Qg)\)

\[
| (f, R_{(n)}^1 g) | \leq \| P_1^{(n)} f \| \| Qg \|. \tag{17}
\]

By (12) we have \( \| Qg \| \leq (1/\sin \phi)\| g \| \). As \( P_1^{(n)} \) is already computed, \( P_1^{(n)}g \) is known also and we can compute \( \| P_1^{(n)} f \| \). This will give quite a precise evaluation of the error. Without knowing \( P_1^{(n)} \) we can evaluate \( \| P_1^{(n)} f \| \) \( \leq \| f \| \cos^{-1} \phi \).

Even in case \( \phi = 0 \) we could still evaluate the error in \((f, Pg)\) if \( Qg \) and \( Qg \) exist and if we can evaluate their norms.

Still another evaluation of error (preferable as an a priori evaluation), in the case \( \phi > 0 \), is obtained directly from (4):

\[
P = \sum_{k=1}^{m} [ \ldots ] = [(P - P_1)(P - P_2)]^m + (P_2P_1)^m.
\]

It can be proved that the minimal angle of \( F' \oplus F_1 \) and \( F' \oplus F_2 \) is the same as between \( F_1 \) and \( F_2 \). Consequently

\[
\| [(P - P_1)(P - P_2)]^m \| \leq \cos^{2m-1} \phi, \quad \| (P_2P_1)^m \| \leq \cos^{2m-1} \phi,
\]

\[
\| P - \sum_{k=1}^{m} [ \ldots ] \| < 2 \cos^{2m-1} \phi,
\]

where \( \| \| \) signifies bounds of operators.

In case of a sum of more than two subspaces \( F' = F_1 \oplus F_2 \oplus F_3 \oplus \cdots \) we can still express the projection on \( F' \) in terms of projections on \( F_1, F_2, \cdots \), but the formula will be much more complicated than in the case of two subspaces and for this reason may not be as valuable.

Let us consider now the translation of our formulas in terms of the reproducing kernels \( K_1, K_2 \), and \( K' \) of the classes \( F_1, F_2 \), and \( F' = F_1 \oplus F_2 \). We shall suppose that the classes \( F_1 \) and \( F_2 \) have no function \( \neq 0 \) in common, that is, \( F_1 \cdot F_2 = 0 \).

To the projections \( P_1, P_2, P \) there correspond (in the sense of §11) the kernels \( K_1, K_2 \) and \( K' \). To each term in the series (7) or (15) there corresponds a kernel given by the following table of correspondence

\[
P \leftrightarrow K'(x, y), \quad P_1 \leftrightarrow K_1(x, y), \quad P_2 \leftrightarrow K_2(x, y),
\]
\[ P_1 P_2 \leftrightarrow \Lambda_1(x, y) = (K_1(z, y), K_2(z, x))_z, \]
\[ P_2 P_1 \leftrightarrow \Lambda_1(y, x) = (K_2(z, y), K_1(z, x))_z, \]
\[ (P_1 P_2)^n \leftrightarrow \Lambda_n(x, y), \quad (P_2 P_1)^n \leftrightarrow \Lambda_n(y, x), \]

where

\[ \Lambda_n(x, y) = (\Lambda_1(z, y), \Lambda_{n-1}(x, z))_z = (\Lambda_{n_1}(z, y), \Lambda_{n_2}(x, z))_z, \quad n_1 + n_2 = n, \]
\[ P_1 (P_2 P_1)^n \leftrightarrow \Lambda_n'(x, y) = \Lambda_n''(y, x) = (K_1(z, y), \Lambda_n(z, x))_z, \]
\[ P_2 (P_1 P_2)^n \leftrightarrow \Lambda_n''(x, y) = \Lambda_n'(y, x) = (K_2(z, y), \Lambda_n(x, z))_z. \]

Formula (15) can now be written in the form

\[ K'(x, y) = \sum_{n=1}^{\infty} (\Lambda_{n-1}'(x, y) + \Lambda_{n-1}''(x, y) - \Lambda_n(x, y) - \Lambda_n(y, x)) \]
\[ = \sum_{n=1}^{\infty} (\Lambda_{n-1}'(x, y) - \Lambda_n(x, y)) + \sum_{n=1}^{\infty} (\Lambda_{n-1}''(x, y) - \Lambda_n(y, x)). \]

If we use these series to compute \( K'(x, y) \) for given points \( x \) and \( y \), we shall represent it in the form

\[ K'(x, y) = (K'(z, y), P_n K'(z, x)) = (K(z, y), P_n K(z, x)) \]

and apply our evaluation of error to this form.

13. **Final remarks in the general theory.** In the present section we shall collect a number of shorter remarks about the nature of classes of functions with reproducing kernels and of their norms, and concerning some relations between the classes and their r.k.'s.

(A) **Classes of functions for which a r.k. exists.** (R.K.)-classes. Consider a set \( E \) and a linear class \( F \) of functions defined (and finite) everywhere in \( E \). The problem which arises is to find under what circumstances we can define a norm in \( F \) giving to \( F \) the structure of a Hilbert space with a r.k. For abbreviation we shall call such classes of functions (R.K.)-classes.

**Theorem I.** In order that the class \( F \) (not necessarily linear) be contained in a (R.K.)-class it is necessary that there exist an increasing sequence of sets \( E_1 \subset E_2 \subset \cdots, E = E_1 + E_2 + \cdots \), and for each \( f \neq 0 \) of \( F \) a positive number \( N(f) \), so that the functions \( f(x)/N(f) \) be uniformly bounded in each \( E_n \).

In fact if \( F_1 \) is the (R.K.)-class containing \( F \), \( \| \cdot \|_1 \) and \( K_1 \) its norm and kernel, we define as \( E_n \) the set of all \( y \in E \) with \( K_1(y, y) \leq n \) and as \( N(f) \) the norm \( \| f \|_1 \). Then, for each \( y \in E_n \) and \( f \in F \subset F_1 \) we have \( \| f(y) \| = \| f(x), K_1(x, y) \| \leq \| f \|_1 K_1(x, y) \| = N(f) ((K_1(y, y))^{1/2} \) and \( \| f(y) \| / N(f) \leq n^{1/2} \).

The necessary condition of Theorem I is not always satisfied even for an enumerable sequence of functions. As an example, consider in the interval \( E = (0, 1) \) the sequence of functions \( f_n(x) = 1/|x - r_n| \) for \( x \neq r_n \) and \( f_n(r_n) = 0. \)
Here \( \{ r_n \} \) is a sequence of numbers everywhere dense in \( E \). By an easy topological argument we prove that the sequence of functions \( f_n \) does not satisfy the condition of Theorem I.

**Theorem II.** For an enumerable sequence \( \{ f_n(x) \} \) the condition of Theorem I is also sufficient in order that this sequence be contained in a \((R.K.)\)-class.

In fact, consider an upper bound \( M_m < \infty \) for \( |f_n(x)|/N(f) \), \( n = 1, 2, \cdots \), \( x \in E_m \). We write

\[
K(x, y) = \sum_{n=1}^{\infty} \frac{1}{2^n M_n^2 N^2(f_n)} f_n(x)f_n(y).
\]

Clearly, the series is absolutely convergent and represents a p. matrix. Each term of it

\[
K_n(x, y) = \frac{1}{2^n M_n^2 N^2(f_n)} f_n(x)f_n(y)
\]

is also a p. matrix and \( K_n \ll K \). Theorem I of §7 gives then for the corresponding classes \( F_n \subset F \). Obviously \( F_n \) is the one-dimensional class generated by \( f_n \). Therefore \( f_n \in F \) and \( \{ f_n \} \subset F \).

The condition of Theorem I is certainly not sufficient in general. This may be shown by a simple set-theoretical argument. Let us consider namely the class \( F_b \) of all bounded functions on \( E \). We can then take \( E_n = E, N(f) = \text{l.u.b. } |f(x)| \). If \( \mathfrak{N} \) is the power of \( E \) then the power of a \((R.K.)\)-class \( F \) is \( \aleph_0 \) (as the functions \( K(x, y) = h_\theta(x) \) form a complete system in \( F \)). On the other hand, the power of the class \( F_b \) is \( = \aleph_1 \) (\( \aleph \) is the power of continuum) and for \( \aleph_0 < \aleph_1 \), \( \aleph < \aleph_0 \).

**B. Convergence in classes with reproducing kernels.** Consider a class \( F \) with a r.k. \( K \). We know that if \( f_n \) converges strongly to \( f \) in \( F \), then it converges uniformly in every subset of \( E \) where \( K(x, x) \) is uniformly bounded. Therefore the sequence \( \{ f_n \} \) satisfies the condition

(1) \( f_n(x) \rightarrow f(x) \) for every \( x \in E \), the convergence being uniform in every set of an increasing sequence of sets \( E_1 \subset E_2 \subset \cdots \) with \( E = E_1 + E_2 + \cdots \).

Consider now the class \( \Phi \) of all functions defined in \( E \). In \( \Phi \) we can introduce a notion of limit as follows:

(2) \( f(x) = \Phi\)-lim \( f_n(x) \), if condition (1) is satisfied.

It is clear that in general the sequence of sets \( E_n \) will depend on the sequence \( \{ f_n \} \). We can now formulate the following theorem.

**Theorem III.** In every class \( F \) with a r.k., the strong convergence of \( f_n(x) \) to \( f(x) \) involves \( \Phi\)-lim \( f_n(x) = f(x) \).

It should be noted that the weak convergence in \( F \) does not involve in
general the $\Phi$-convergence. But there are important cases where even weak convergence involves $\Phi$-convergence. Such cases were considered in §2, (5).

(C) Relations between (R.K.)-classes and corresponding norms and reproducing kernels. To a $p$-matrix there corresponds a uniquely determined class and norm, but to a (R.K.)-class there correspond infinitely many norms giving to it the structure of a Hilbert space with a r.k. Consequently to a (R.K.)-class there correspond also infinitely many $p$-matrices which are r.k.'s of the class for convenient norms.

If the norm $\|\|$ corresponds to a (R.K.)-class $F$, the norm $\|\|_1 = c^2 \|\|$, $c > 0$, obviously also corresponds to $F$ and the corresponding r.k.'s $K$ and $K_1$ satisfy

$$K_1(x, y) = \frac{1}{c^2} K(x, y).$$

In fact, the scalar product $( , )_1$ is clearly $= c^2 ( , )$ and thus $f(y) = (f(x), K(x, y)) = c^2(f(x), (1/c^2)K(x, y)) = (f(x), (1/c^2)K(x, y))_1$.

We shall now have to apply an important theorem of S. Banach [1] in the theory of linear transformations.

Let $T$ be a linear transformation of a linear subspace $F'$ of a complete space $F$ on a linear subspace $F'_1$ of a complete space $F_1$. The subspaces $F'$ and $F'_1$ are not necessarily closed. The transformation $T$ is called closed if from $\{f_n\} \subset F'$, $f_n \rightarrow f \in F$, and $Tf_n \rightarrow f_1 \in F_1$ follows $f \in F'$, $f_1 \in F'_1$, and $Tf = f_1$.

**Banach's Theorem.** If $T$ is a closed linear transformation of $F'$ on $F'_1$, $F' \subset F$, $F'_1 \subset F_1$, and $F$ and $F_1$ complete normed vector spaces and if $F'$ is a closed subspace of $F$, then $T$ is continuous and consequently bounded (that is, there exists a $M > 0$ with $\|Tf\|_1 \leq M \|f\|$). The image $F'_1$ is either $= F_1$ or of first category in $F_1$.

Before we apply this theorem we shall prove the following lemma:

**Lemma.** Let $F_1$ and $F_2$ be classes with r.k.'s and let $F_0$ be their intersection $F_1 \cap F_2$. The correspondence transforming $f \in F_0$ considered as belonging to $F_1$ into $f$ considered as belonging to $F_2$ is a closed linear transformation.

In fact, suppose that $\{f_n\} \subset F_0$ and that $f_n$ converges strongly to $f'$ in $F_1$ and to $f''$ in $F_2$. Following Theorem III

$$f'(x) = \Phi\text{-lim } f_n(x) = f''(x).$$

Therefore, $f' = f'' \in F_0$, which proves the lemma.

**Theorem IV.** Let $F$ and $F_1 \subset F$ be (R.K.)-classes and $\|\|, \|\|_1$, some norms corresponding to $F$ and $F_1$. Then there exists a constant $M > 0$ such that $\|f\| \leq M \|f\|_1$ for $f \in F_1$.

In fact the identical transformation of $F_1$ considered as subspace of $F_1$
on $F_1$ as subspace of $F$ is closed (following the lemma), $F_1$ is a closed subspace of $F$, and thus our theorem follows immediately from Banach's theorem.

**Corollary IV.** Let $\| \|$ and $\| \|_1$ be two norms corresponding to the same $(R.K.)$-class $F$. There exist two positive constants $m$ and $M$ such that $m\|f\| \leq \|f\|_1 \leq M\|f\|$, for $f \in F$.

Theorem IV, together with Theorems I and II from §7 and with the remark that to norm $M\| \|_1$ corresponds the kernel $(1/M^2)K$, gives immediately the corollaries:

**Corollary IV.** Let $K$ and $K_1$ be two $p$-matrices, $F$ and $F_1$ the corresponding classes. In order that $F_1 \subset F$ it is necessary and sufficient that there exists a positive constant $M$ such that $K_1 \ll MK$.

**Corollary IV.** Under the hypotheses of corollary IV, in order that $F_1 = F$ it is necessary and sufficient that there exist two positive constants $m$ and $M$ such that $mK \ll K_1 \ll MK$.

The second part of Banach's theorem together with our lemma leads to the following remark which belongs to the subject matter of section (A).

**Remark.** If $\{F_n\}$ is a strictly increasing sequence of $(R.K.)$-classes, then their sum $F = \sum F_n$ is not a $(R.K.)$-class. In fact, were there a norm $\| \|$ in $F$ giving it the structure of a Hilbert space with r.k., the subspaces $F_n \subset F$ would be of first category in $F$ and therefore $F$ would be of first category in itself which is impossible.

(D) **Connection with existence domains in a Hilbert space.** We shall now use the notion introduced recently by J. Dixmier [1] of domains of existence in a Hilbert space. A linear subset of a Hilbert space is called a domain of existence, d.e., if there exists a closed linear transformation defined in this subspace and transforming it into a subspace of another Hilbert space (which, in particular, may be identical to the first Hilbert space). The d.e.'s $D$ in a given Hilbert space $\mathcal{H}$ with norm $\| \|$ may be characterized by the following property: there exists a norm $\| \|_1$ defined in $D$ giving it the structure of a Hilbert space and satisfying

$$\|h\|_1 \geq \|h\| \quad \text{for every } h \in D.$$  

(3)

In fact, if $D$ is a d.e., then we consider the linear closed transformation $T$ of $D$ into a subspace of some Hilbert space $\mathcal{H}'$, with the norm $\| \|'$. It is then clear that the norm $\| \|_1$ defined by

$$\|h\|_1^2 = \|h\|^2 + \|Th\|^2$$

gives $D$ the character of a complete Hilbert space which satisfies condition (3).
On the other hand, suppose that a norm \( \| \cdot \|_1 \) is defined in \( D \) satisfying (3) and giving \( D \) the character of a complete Hilbert space. Then the correspondence transforming any element of \( D \), considered as a subspace of \( \mathfrak{S} \), into the same element considered in the Hilbert space \( D \) (with norm \( \| \cdot \|_1 \)) is obviously a closed transformation and \( D \) is therefore a d.e.

Using Theorem II from §7 and Theorem IV of section (C) we prove now immediately the following theorem.

**Theorem V.** If a class of functions \( F \) forms a Hilbert space with a reproducing kernel, then for any linear subclass \( F_1 \subset F \), the necessary and sufficient condition in order that \( F_1 \) be a (R.K.)-class is that \( F_1 \) be a d.e. in \( F \).

If we have two classes of functions \( F_1, F_2 \), with reproducing kernels, we can combine these two classes in different ways in order to form new classes. Let us consider in particular the following classes of functions: \( F_0 = F_1 \cdot F_2 \) and \( F = F_1 + F_2 \).

**Theorem VI.** If \( F_1 \) and \( F_2 \) are (R.K.)-classes, then the same is true of the classes \( F_1 \cdot F_2 \) and \( F_1 + F_2 \).

**Proof.** The linearity of the classes is obvious. We take firstly the intersection \( F_0 \). With any norms \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) corresponding to \( F_1 \) and \( F_2 \) we define the norm in \( F_0 \) by the equation

\[
\| f \|^2 = \| f \|_1^2 + \| f \|_2^2.
\]

This norm clearly defines a quadratic metric in \( F_0 \) satisfying all the required properties. For instance, the completeness of \( F_0 \) results immediately from the lemma of section (C).

As \( \| f \| \geq \| f \|_1 \) for \( f \in F_0 \), Theorem II, §7 gives then the existence of a r.k. for \( F_0 \).

In the case of the sum, \( F = F_1 + F_2 \), we may apply the theorem of §6 which states that \( K_1 \) and \( K_2 \) being the r.k.’s with the norms \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) of \( F_1 \) and \( F_2 \), \( K_1 + K_2 \) is the reproducing kernel of our class \( F \).

Besides the operations of \( \cdot \) and \( + \), we can also introduce the direct product \( F_1 \otimes F_2 \) as defined in §8 as another operation leading to a (R.K.)-class when \( F_1 \) and \( F_2 \) are (R.K.)-classes. The class \( F_1 \otimes F_2 \) however is defined not in \( E \) but in the product set \( E \times E \). If we take its restriction to the diagonal set of all pairs \( \{ x, x \} \), we get a class of functions defined in \( E \). It can be proved that this class does not depend on the choice of norms in \( F_1 \) and \( F_2 \) as long as the norms give to \( F_1 \) and \( F_2 \) the structure of a Hilbert space with a r.k.

**Part II. Examples**

1. **Introductory remarks.** In this part we shall give examples showing how our general theory may be applied in particular cases and to what kind of results it leads. With a few exceptions we will not go into the details of calcula-
tion and will not give in explicit form the formulas and relations obtainable by our general methods.

We shall treat essentially two kinds of kernels: the Bergman's kernels $K(z, z_1)$ and the harmonic kernels $H(z, z_1)$.

1. Bergman's kernels. These kernels correspond to a domain $D$ in the space of $n$ complex variables $z = (z^{(1)}, z^{(2)}, \ldots, z^{(n)})$. We consider the class $\mathfrak{H} = \mathfrak{H}_D$ of all analytic regular functions in $D$ with a finite norm given by

$$||f||^2 = \int_D \cdots \int_D |f(z^{(1)}, z^{(2)}, \ldots, z^{(n)})|^2 dx^{(1)}dy^{(1)}dx^{(2)}dy^{(2)} \cdots dx^{(n)}dy^{(n)},$$

where $z^{(k)} = x^{(k)} + iy^{(k)}$.

The class $\mathfrak{H}$ possesses a reproducing kernel $K = K_D$—the Bergman's kernel corresponding to $D$.

In our examples we shall consider essentially the case of plane domains $D$. If $D$ is multiply-connected we shall consider also the reduced Bergman's kernel $K'(z, z_1)$, which is the reproducing kernel of the subspace $\mathfrak{H}'$ of $\mathfrak{H}$ consisting of all functions of $\mathfrak{H}$ with a uniform integral $\int fdz$. If $D$ is of finite connection $n$, the complementary subspace $\mathfrak{H} \ominus \mathfrak{H}'$ is $(n-1)$-dimensional and is generated by $n$ functions $w_k'(z)$ (between which there is the linear relation $\sum w_k' = 0$) defined in the following way: if $B_k$, $k = 1, 2, \ldots, n$, are the boundary components of the boundary $B$ of $D$, $w_k'$ is the derivative (which is uniform) of the multiform analytic function $w_k$ whose real part is the harmonic measure $u_k$ of $D$ corresponding to $B_k$, that is, the harmonic function regular in $D$, equal to 1 on $B_k$, and vanishing on all the other components $B_i$.

The functions $w_k'$ belong always to $\mathfrak{H}$ and are orthogonal to $\mathfrak{H}'$. We have the relation

$$K(z, z_1) = K'(z, z_1) + \sum_{i,j} c_{ij} w_i'(z) \overline{w_j'(z_1)},$$

where $\sum$ is the r.k. of $\mathfrak{H} \ominus \mathfrak{H}'$. Consequently the matrix $\{c_{ij}\}$ is definite positive (see §3) and it is the conjugate inverse of the Gramm's matrix $\{\langle w_i', w_j' \rangle \}$.

Bergman's kernels possess an important property of invariance: in case of domains in the space of $n$ variables $z^{(1)}, \ldots, z^{(n)}$, if $T$ represents $D$ pseudo-conformally on $D'$, then

$$K_D(z', z_1') \overline{\partial T(z)\overline{\partial T(z_1)}} = K_D(z, z_1).$$

Here, $z' = T(z)$, $z_1' = T(z_1)$, and $\partial T(z)$ is the Jacobi determinant of $T$. In the case of domains in the plane, if $t(z)$ represents $D$ conformally on $D'$, this formula takes the form

$$K_D(z', z_1') \cdot t'(z)\overline{t'(z_1)} = K_D(z, z_1).$$
The importance of the Bergman kernels lies in the possibility they offer of generalizing different theorems on analytic functions of one complex variable to functions of several complex variables (such as Schwarz’s lemma, distortion theorems, representative domains in pseudo-conformal mappings).

In the case of one variable almost all the important conformal mappings are expressible in terms of these kernels. For instance if $D$ is a simply connected domain, the mapping function $\xi = f(z, z_0)$ which represents $D$ on a circle $|\xi| < R$ in such a way that the point $z_0 \in D$ goes into $\xi = 0$ and $f'(z_0, z_0) = 1$ is given by

$$f(z, z_0) = \frac{1}{K(z_0, z_0)} \int_{z_0}^{z} K(t, z_0) dt.$$

(2) Harmonic kernels. Consider in a plane domain $D$ (we could consider also a domain in $n$-dimensional space) the class $\mathcal{B} = \mathcal{B}_D$ of all regular harmonic functions (in general complex-valued) with a finite norm given by

$$\|h\|^2 = \iint_{D} |h|^2 dx dy,$$

$s = x + iy$.

This class possesses a reproducing kernel which will be denoted by $H(z, z_1)$.

It should be remarked that another harmonic kernel is often considered, namely the one which corresponds to the Dirichlet metric

$$\|h\|^2 = \iint_{D} [|h'_x|^2 + |h'_y|^2] dx dy.$$

This kernel is easily expressible by Bergman’s kernel and consequently does not present any additional difficulties to the ones encountered in the study and computation of Bergman’s kernels.

The situation is different for the kernel $H$. Even for very simple domains (for instance for a rectangle) there is no known explicit expression of $H$ even in the form of an infinite development. (We disregard here the developments in terms of a complete non-orthogonal system which are always possible to establish for a r.k., but whose coefficients are quotients of determinants of growing orders.)

One reason for the greater difficulty of the investigation of the kernels $H(z, z_1)$ as compared to Bergman’s kernels lies in the fact that $H$ has no such invariance property vis-à-vis conformal transformations as have Bergman’s kernels.

The interest of the kernel $H$ lies in its connection with the biharmonic problem which governs the question of equilibrium of elastic plates.

The kernel $H$ gives a simple expression for a function $u(z)$ such that $u = \partial u/\partial n = 0$ on the boundary $B$ of $D$ and $\Delta \Delta u = \phi$ in $D$, for a given function $\phi$. 
Supposing that we know a function $\psi$ such that $\Delta \psi = \phi$ (we can take as $\psi$ the logarithmic potential of $\phi$: $\psi(z) = (1/\pi) \iint \log |z-z'| \phi(z') \, dx' \, dy'$) we get for $u$ the expression (where $g$ is the ordinary Green's function)

$$u(z) = -\iint_D g(z, z') \, dx' \, dy' \left[ \psi(z') - \iint_D H(z', z'') \psi(z'') \, dx'' \, dy'' \right].$$

The Green's function $g_{II}(z, z_1)$ of the biharmonic problem, satisfying $\Delta g_{II} = 0$ for $z \neq z_1$, $g_{II} = \partial g_{II} / \partial n = 0$ on the boundary, is given by

$$g_{II}(z, z_1) = \iint_D g(z, z') g(z', z_1) \, dx' \, dy' - \iint_D g(z, z') \, dx' \, dy' \iint_D H(z', z'') g(z'', z_1) \, dx'' \, dy''.$$

These formulas were essentially noticed already by S. Zaremba [2].

2. Comparison domains. Consider two domains in the plane, $D$ and $D'$, $D \subset D'$. The kernels $K_{D'}$ or $H_{D'}$, restricted to the domain $D$, are reproducing kernels of classes $A^0$ or $A^0$ formed by the restrictions of functions from $A_{D'}$ or $B_{D'}$. As any analytic or harmonic function vanishing in $D$ vanishes everywhere, any function $f_0$ of $A^0$ or $A^0$ is a restriction of only one function $f$ from $A_{D'}$ or $B_{D'}$ and, following §5, Part I, the norm $\|f_0\|_0 = \|f\|_0$. It is then clear that every $f_0 \in A^0$ belongs to $A_D$ and that $\|f_0\|_0 \geq \|f_0\|_0$.

We can apply Theorem II of §7, I, which gives

\begin{equation}
(1) \quad K_{D'}^0 \ll K_D, \quad K_{D'}^0 \text{ being the restriction of } K_{D'} \text{ to } D.
\end{equation}

In the same way we get

\begin{equation}
(2) \quad H_{D'}^0 \ll H_D.
\end{equation}

If the kernel $K_D$ is known, we get immediately the well known estimates for the kernel $K_{D'}$:

\begin{equation}
(3) \quad K_{D'}(z, z) \leq K_D(z, z), \quad |K_{D'}(z, z_1)| \leq (K_D(z, z) K_D(z_1, z_1))^{1/2}
\end{equation}

for points $z$ and $z_1$ belonging to $D$.

But the relation (1) (or (2)) allows much better estimates. Suppose that the kernel $K_{D'}$ is known. For two points $z$ and $z_1$ in $D$ take domains $D''$ and $D_1''$ such that $z \in D'' \subset D$, $z_1 \in D_1'' \subset D$ and that the kernels $K_{D''}$ and $K_{D_1''}$ be known (for instance circles). Then, from (1), we get $K_D(z, z) \leq K_{D''}(z, z)$, $K_D(z, z_1) \leq K_{D_1''}(z, z_1)$,

$$|K_D(z, z_1) - K_{D'}(z, z_1)|^2 \leq \left[ K_D(z, z) - K_{D'}(z, z) \right] \left[ K_D(z_1, z_1) - K_{D'}(z_1, z_1) \right] \leq \left[ K_{D''}(z, z) - K_{D'}(z, z) \right] \left[ K_{D_1''}(z_1, z_1) - K_{D'}(z_1, z_1) \right].$$

(4)
If we consider a boundary-point \( t \) where the boundary has a finite curvature and if we fix \( z_1 \) and move \( z \) towards \( t \), the estimate (3) will grow like \( 1/|z-t| \). The estimate (4) by a convenient choice of the comparison domains \( D', D'', \) and \( D''' \) will give a bound for \( |K_D(z, z_1)| \) growing only like \( 1/|z-t|^{1/2} \).

To show the interest of this improvement, take \( D \) simply-connected and consider the conformal mapping of \( D \) on a circle \( |\xi| < R \) given by

\[
\xi = \frac{1}{K(z_0, z_0)} \int_{z_0}^{z} K(z, z_0) \, dz.
\]

Our problem will be to compute the point \( \tau \) on the circumference \( |\xi| = R \) corresponding to \( t \) on the boundary \( B \). As the kernel \( K \) is not known we approximate it by a development in orthogonal functions. This development may converge fairly quickly inside the domain but in general it will not converge on the boundary and will converge less and less well the nearer we come to the boundary.

To calculate \( \tau \) we have to integrate from \( z_0 \) to the point \( t \) on the boundary. We cannot integrate term by term the development of \( K \) as it does not converge on the boundary. What we do then is to find, with the help of the estimate (4), a point \( z_1 \) near \( t \) for which the integral \( \int_{t_1}^{t} |K(z, z_0)| \, dz \) is sufficiently small. We can integrate the development of \( K \) term by term from \( z_0 \) to \( z_1 \) and obtain as good an approximation of \( \tau \) as we wish.

It is clear that with the estimate (3) we would not be able to do this.

3. The difference of kernels. As we saw in §2, in \( D \subset D_1 \), the kernels \( K = K_D \) and \( K_1 = K_D \), satisfy the relation \( K_1 \ll K \) (the kernel \( K_1 \) being restricted to \( D \)). To illustrate the developments of §7, I, let us investigate the class of functions \( F_2 \) corresponding to the p. matrix \( K_2 \) given by

\[
K_2(z, z_1) = K(z, z_1) - K_1(z, z_1)
\]

where \( z \) and \( z_1 \) in \( D \).

Following the notation in the proof of Theorem II, §7, I (where \( F = \mathfrak{A}, F_1 = \mathfrak{A}_1 \)), we introduce the operator \( L \) in \( \mathfrak{A} \) by

\[
Lf = f_1(z_1) = (f, K_1(z, z_1)) = \int_D \int_D f(z) K_1(z, z_1) \, dx \, dy.
\]

If we consider the Hilbert space \( \mathfrak{H}_1 \) of all functions \( u(z) \) in square integrable in \( D_1 \) with the norm

\[
\|u\|^2_1 = \int_D \int_D |u(z)|^2 \, dx \, dy,
\]

the general property of r.k.'s as projections shows that \( f_1(z) \), as function in \( D_1 \), is the projection on \( \mathfrak{A}_1 \) of the function \( \tilde{f}(z) = f(z) \) in \( D \) and \( = 0 \) in \( D_1 - D \). Consequently,

\[
\|f_1(z)\| \leq \|f(z)\|_1 \leq \|\tilde{f}(z)\|_1 = \|f(z)\|.
\]
The second inequality may become equality for \( f(z) \neq 0 \) only in the case when \( D_1 - D \) is of two-dimensional measure 0 (for instance when \( D \) differs from \( D_1 \) only by some slits). We will exclude this case and consequently
\[
\|f(z)\| = \|Lf\| < \|f\| \quad \text{for } f \neq 0.
\]

We introduce then the operator \( L' \) by
\[
L'^2 = I - L.
\]

The subspace \( F_0 \) is here reduced to 0 as \( 0 \neq f = Lf \) is impossible in view of (3). Therefore \( F' = F = \mathcal{A} \) and the only possibilities for the class \( F_2 \) are: 1\(^\circ\), \( F_2 = \mathcal{A} \) or 2\(^\circ\), \( F_2 \) is a dense subspace of \( \mathcal{A} \).

The first case represents itself always when \( D \) is completely interior to \( D_1 \). In fact, the operator \( L \) is then completely continuous. To prove this we take a sequence \( \{g^{(n)}\} \subset \mathcal{A} \) converging weakly to \( g \in \mathcal{A} \). The functions \( g^{(n)} \) converge then weakly in \( \mathcal{D}_1 \) to \( g \) and their projections \( g_1^{(n)} \) on \( \mathcal{A}_1 \) converge weakly to \( g_1 \). But the weak convergence in \( \mathcal{A}_1 \) involves uniform convergence of \( g_1^{(n)}(z) \) towards \( g_1(z) \) in any closed subset of \( D_1 \), in particular in \( \overline{D} \) (see section (5), §2, I). When we restrict the functions \( g_1^{(n)}(z) \) and \( g_1(z) \) to \( D \) they become the transforms \( Lg^{(n)} \) and \( Lg \). Therefore, the uniform convergence of \( g_1^{(n)} \) to \( g_1 \) in \( \overline{D} \) involves the strong convergence of \( Lg^{(n)} \) to \( Lg \) in the space \( \mathcal{A} \).

Following our remarks after Theorem III, §7, I, the class \( F_2 = F' = \mathcal{A} \). To get the norm \( \|f\|_2 \) corresponding to the kernel \( K_2 \), we have to find the solution \( g(z) \) of the equation
\[
g - Lg = f
\]
which exists and is unique for every \( f \in \mathcal{A} \). Then
\[
\|f\|_2^2 = \|g\|_1^2 - \|g_1\|_1^2
\]
where
\[
g_1(z_1) = Lg = \int \int_D g(z) K_1(z, z_1) dxdy.
\]

Let us note that the operator \( L \) which in general has a bound not greater than 1 has here a bound less than 1.

To illustrate the second case we have to take a domain having common boundary points with the boundary of \( D_1 \). It seems probable that for every such domain \( D \) we shall be in the second case (at least if one of the boundary components of \( D \) arrives at the boundary of \( D_1 \)).

To prove that we are in the second case, we have to show that the operator \( L \) has a bound \( = 1 \). Then \( L \) cannot be completely continuous (as the bound is not attained). The class \( F_1 \) is a proper subclass of \( \mathcal{A} \). The class \( F'_2 \) of all functions...
is a proper subspace of $F_2$, dense in $F_2$. For such a function $f_2$, the norm in $F_2$ is given by

$$||f_2||^2 = ||g||^2 - ||g_1||^2.$$ 

The class $F_2$ in the metric of $\mathbb{A}$ is a dense subspace of $\mathbb{A}$. There are functions $f \in \mathbb{A}$ which do not belong to $F_2$ and for which, a fortiori, the equation $f = g - Lg$ has no solution $g \in \mathbb{A}$. (There may be such a solution, analytic in $D$ but not in square integrable in $D$.)

For two explicitly given domains $D \subset D_1$, it may not be easy to prove that we are in the second case by using the property that the bound of $L$ is 1. We can transform this property into another one, more easily proved.

To this effect we shall consider for any function $f_1 \in \mathbb{A}_1$ the quotient

$$Q(f_1) = ||f_1||^2 / ||f_1||^2.$$ 

**Lemma.** In order that the bound of $L$ be 1 it is necessary and sufficient that there exist functions $f_1$ with $Q(f_1)$ as near 1 as we wish.

To prove this lemma we remark firstly that the l.u.b. $Q(f_1)$ for $f_1 \in \mathbb{A}_1$ is the same as the l.u.b. $Q(Lf)$ for $f \in \mathbb{A}$. In fact the $Lf$ form a dense subspace in the space $\mathbb{A}_1$ (otherwise there would be a $g_1 \in \mathbb{A}_1$, $g_1 \neq 0$, with $(g_1, Lf) = 0$ for every $f \in \mathbb{A}$. Therefore $(g_1, f) = (g_1, Lf) = 0$ and $g_1 = 0$ in $D$ which involves $g_1 = 0$ in $D_1$). Consequently, there is for every $f_1 \in \mathbb{A}_1$ a function $f \in \mathbb{A}$ with $||f_1 - Lf||_1$ as small as we wish. As $||f_1 - Lf||_1 \leq ||f_1 - Lf||_1$ it is clear that $Q(Lf)$ will approach $Q(f_1)$ as nearly as we wish.

Now, $Q(Lf)$ can be represented as

$$Q(Lf) = \frac{(Lf, Lf)}{(Lf, Lf)} = \frac{(Lf, Lf)}{(Lf, f)}.$$

Our lemma amounts to the equivalence of the two properties, for any $\alpha$, $0 < \alpha \leq 1$:

$$(6') \quad (Lf, Lf) \leq \alpha^2(f, f) \quad \text{for all } f \in \mathbb{A},$$

$$(6'') \quad (Lf, Lf) \leq \alpha(Lf, f) \quad \text{for all } f \in \mathbb{A}.$$ 

From (6'') follows (6'):

$$(Lf, Lf) \leq \alpha(Lf, f) \leq \alpha(Lf, Lf)^{1/2} (f, f)^{1/2},$$

$$(Lf, Lf)^{1/2} \leq \alpha(f, f)^{1/2}, \quad (Ld, Lf) \leq \alpha^2(f, f).$$ 

From (6') follows

$$(6'''') \quad (Lf, f) \leq \alpha(f, f) \quad \text{for all } f \in \mathbb{A}.$$
In fact, we have
\[(Lf, f) \leq (Lf, Lf)^{1/2}(f, f)^{1/2} \leq \alpha(f, f)^{1/2}(f, f)^{1/2} = \alpha(f, f).\]

From (6′′′′) follows (6′′′): we use the fact that \(L\) is positive which gives \((Lf, g) \leq (Lf, f)^{1/2}(Lg, g)^{1/2}\). Then
\[(Lf, Lf) \leq (Lf, f)^{1/2}(LLf, Lf)^{1/2} \leq (Lf, f)^{1/2}\alpha^{1/2}(Lf, Lf)^{1/2},\]
\[(Lf, Lf)^{1/2} \leq \alpha^{1/2}(Lf, f)^{1/2}, \quad (Lf, Lf) \leq \alpha(Lf, f).\]

This proves our lemma.

We shall apply the lemma to two domains \(D \subset D_1\) having a common boundary point which belongs also to the boundary of the exterior of \(D\). We suppose further that at this boundary point the boundaries of \(D\) and \(D_1\) have a common tangent. We can take the common boundary point as the origin \(O\) and the inner normal of the boundaries at this point as the positive axis.

It is then easily verified that the functions
\[f_n(z) = \frac{1}{(nz + 1)^{n}}, \quad n = 1, 2, \ldots,\]
for sufficiently great values of \(n\), belong to \(\mathcal{A}_1\) and that they satisfy the asymptotic equation
\[
\|f_n\| \sim \|f_n\|_1 \quad \text{for } n \to \infty.
\]

This shows that the l.u.b. \(Q(f) = 1\) and that we are in the second case.

Let us consider now another kind of example which we excluded till now. Namely, we shall suppose that the domain \(D\) differs from \(D_1\) only by a number of slits of finite length. It is then immediately seen that for a function \(f_1 \in \mathcal{A}_1\), considered as belonging to \(\mathcal{A}^0 \subset \mathcal{A}\) (\(\mathcal{A}^0 = \text{class } \mathcal{A}_1 \text{ restricted to } D\)), we have
\[
\|f_1\| = \|f_1\|_1.
\]

Consequently \(\mathcal{A}^0\) is a closed linear subspace of \(\mathcal{A}\) and the kernel \(K(z, z_1) - K_1(z, z_1)\) corresponds to the subspace \(\mathcal{A}^0 \subset \mathcal{A}\).

4. The square of a kernel introduced by Szegö. We shall now give an application of Theorem II, §8, I. Consider a domain in the plane with a sufficiently smooth boundary (for simplicity's sake we may suppose that the boundary curves are analytic). For this domain we shall consider a kernel, first introduced by Szegö [1], which we shall denote by \(k(z, z_1)\). This kernel corresponds to the class \(S\) of all analytic functions which possess in square integrable boundary values. As the functions are not necessarily continuous on the boundary we have to specify the meaning of the boundary values of the functions. We shall suppose that for such a function \(f(z)\), its integral \(F(z)\) is a continuous function in the closed domain (but \(F(z)\) may be a multi-
form function). Then we suppose that for any two points $t_1, t_2$ of the same boundary curve the difference $F(t_2) - F(t_1)$ may be represented by the integral

$$\int_{t_1}^{t_2} f(t) dt,$$

where $f(t)$ is defined almost everywhere on the boundary curves and is in square integrable there. The integral is taken over an arc of the boundary curve going from $t_1$ to $t_2$.

The function $f(t)$ will be considered as the boundary value of $f(z)$ in the boundary-point $t$. $f(t)$ is completely determined by $f(z)$ with exception of a boundary set of linear measure zero. The existence of boundary values of $f(z)$ in our sense is equivalent to the absolute continuity of $F(z)$ on the boundary. With the boundary values taken in this sense we define a norm in class $S$ by the equation

$$\|f\|^2 = \sum \int_{C_r} |f(t)|^2 ds,$$

where $C_r$ are the boundary curves and $ds$ is the element of length on the curve. For the functions of class $S$ it is easily proved that the Cauchy theorem is still valid in the form

$$f(z) = \sum \int_{C_r} \frac{f(t)}{t - z} dt.$$

From this it is immediately seen that the class possesses a reproducing kernel which is the kernel $k(z, z_1)$ introduced by Szegő. Quite recently, in his thesis, P. Garabedian [1] proved that

$$k^2(z, z_1) = \frac{1}{4\pi} K(z, z_1) + \sum_{i,j} \alpha_i \bar{w}_i(z) w_j(z_1)$$

where $K$ is the Bergman kernel for the domain and $w_i$ are the functions introduced in §1.

In cases of simply-connected domains Garabedian's formula takes a very simple form, namely:

$$k^2(z, z_1) = \frac{1}{4\pi} K(z, z_1).$$

In this case Theorem II, §8, I, gives a property of analytic functions which seems to have been unnoticed even for this simple case. Every function $f(z)$ in square integrable in the domain $D$ is representable in infinitely many ways by a series

$$f(z) = \sum \phi_k(z) \psi_k(z)$$.
where the functions $\phi_k(z)$ and $\psi_k(z)$ are in square integrable on the boundary. In addition, we have the formula

$$4\pi \int_\mathcal{D} \int_\mathcal{D} |f(z)|^2 dxdy = \min_k \sum_l \int_\mathcal{C} \phi_k(t) \overline{\phi_l(t)} ds \int_\mathcal{C} \psi_k(t) \overline{\psi_l(t)} ds,$$

the minimum being extended to all representations of $f(z)$ in the form (2). In particular, we have the inequality

$$4\pi \int_\mathcal{D} \int_\mathcal{D} |\phi(z)\psi(z)|^2 dxdy \leq \int_\mathcal{C} |\phi(t)|^2 ds \int_\mathcal{C} |\psi(t)|^2 ds.$$

In the case of a multiply-connected domain the problem is a little more complicated because of the presence of the functions $w'_i$. It can be proved then that if we replace the Bergman’s kernel $K$ by the reduced kernel $K'$ (see §1) we have again a formula similar to (1):

$$k^2(z, z_1) = \frac{1}{4\pi} K'(z, z_1) + \sum_{i, j} \beta_{i, j} w'_i(z) \overline{w'_j(z_1)},$$

where, now, the $\beta_{i, j}$ are the coefficients of a positive quadratic hermitian form, which means that $\sum_{i, j}$ represents a positive matrix. Consequently, the functions of the class corresponding to the kernel $k^2$ are sums of functions in square integrable in $D$ with a uniform integral (which form the class belonging to $K'$) and of a linear combination of the $w'_i$ (which form the class corresponding to $\sum_{i, j}$). The functions $w'_i$ are in square integrable in $D$, and thus every function belonging to the class of $k^2$ is in square integrable in $D$. Conversely, it can be proved that every function in square integrable over $D$ belongs to the class of $k^2$. By Theorem II, §8, I, we know that the functions belonging to $k^2$ are of the form (2), but we will not be able to obtain a formula like (3) for the case of a simply-connected domain. However, a more complicated formula generalizing (3) does exist. In the present case of a multiply-connected domain, we have still the property that the product $\phi(z)\psi(z)$ is in square integrable in $D$ if $\phi$ and $\psi$ are in square integrable on the boundary, but the inequality between the integrals will not be as simple as in the case of a simply-connected domain.

5. **The kernel $H(z, z_1)$ for an ellipse.** We shall construct the kernel $H(z, z_1)$ for the ellipse $D$

$$D: \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1, \quad a > b,$$

by use of an orthonormal complete system.\(^{(1)}\)

\(^{(1)}\) The system and the corresponding expression for the kernel were communicated to us by A. Erdélyi. It should be noted that the system was already introduced by S. Zaremba [1] who also noticed that it is orthogonal and complete in the Dirichlet metric.
We write

\begin{align}
(2) \quad a &= h \cosh \epsilon, \quad b = h \sinh \epsilon, \\
(3) \quad z &= x + iy = h \cosh \xi, \quad \xi = \xi + i\eta.
\end{align}

(3) gives us a conformal transformation of the rectangle \( R, 0 < \xi < \epsilon, -\pi < \eta < \pi \) on the ellipse (1) with the rectilinear slit \(-a < x < h\). Consider in the rectangle \( R \) the analytic function \( \rho_n(z) = \sinh n\xi / \sinh \xi \) (positive integer \( n \)). It is immediately seen that in the variable \( z \) the function is a polynomial of degree \( n - 1 \). Consequently, all the polynomials in the variable \( z \) can be expressed as finite linear combinations of these polynomials for \( n = 1, 2, 3, \ldots \). Since the harmonic polynomials form a complete system in our class \( \mathcal{H} \) of harmonic functions, the real and imaginary parts of \( \rho_n(z) \) also form a complete system. On the other hand, it is easy to verify that these real and imaginary parts form an orthogonal system. This verification is made in an easy way by performing the integration in the rectangle \( R \) instead of the domain \( D \). Using the formula

\[
\int \int_D f(x, y) dx dy = h^2 \int_0^\pi \int_{-\pi}^{+\pi} f(x, y) \left| \sinh \xi \right|^2 d\xi d\eta
\]

one verifies easily that the sequence \( \phi_n(z) \) defined by

\begin{align}
(4) \quad \phi_{2n-2} &= \frac{2}{h} \left( \frac{n}{\pi} \right)^{1/2} (\sinh 2n\epsilon + n \sinh 2\epsilon)^{-1/2} \text{Re} \ \rho_n(z), \quad n = 1, 2, \ldots, \\
\phi_{2n-1} &= \frac{2}{h} \left( \frac{n}{\pi} \right)^{1/2} (\sinh 2n\epsilon - n \sinh 2\epsilon)^{-1/2} \text{Im} \ \rho_n(z), \quad n = 2, 3, \ldots,
\end{align}

is orthonormal. We can then write the kernel of our class in the form

\[
(5) \quad H(z, z_1) = \frac{4}{h^2 \pi} \sum_{n=1}^{\infty} n \left\{ \frac{\text{Re} \ \rho_n(z) \ \text{Re} \ \rho_n(z_1)}{\sinh 2n\epsilon + n \sinh 2\epsilon} + \frac{\text{Im} \ \rho_n(z) \ \text{Im} \ \rho_n(z_1)}{\sinh 2n\epsilon - n \sinh 2\epsilon} \right\}.
\]

6. **Construction of \( H(z, z_1) \) for a strip.** Our next example will use the theorem of the limit of kernels for decreasing sequences of classes (see Theorem I, §9, I). It will be at the same time an example of a representation of a kernel by use of a resolution of identity in a Hilbert space (see §10, I). Consider the kernel of §1 and suppose that in the ellipse

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} = 1
\]

the axis \( b < a \) remains fixed, while \( a \to \infty \). The ellipse in the limit will become the horizontal strip \( |y| < b \). It is clear that our theorem on the limit of kernels applies in this case and we get the kernel \( H(z, z_1) \) for the strip as a limit of the kernels corresponding to ellipses. Before performing this passage
to the limit, we shall at first make a few preliminary remarks.

As in the preceding paragraph, we consider the quantities $h$ and $\epsilon$ given by $b = h \sinh \epsilon$, $a = h \cosh \epsilon$, $b$ being fixed and $a \to \infty$. We see immediately that $h \to \infty$ and $\epsilon \to 0$ in such a way that $\hbar \to b$.

In the conformal mapping, $z = h \cosh \zeta$ we introduce a new variable $\zeta'$ by the equation

$$
\zeta' = \zeta - \frac{\pi}{2} i.
$$

Then $z = h \sin i\epsilon \zeta'$, and the ellipse with the slit along the real axis going from $+h$ to $-a$ is transformed in the rectangle

$$
R_\epsilon, \quad 0 < \zeta' < 1, \quad -\frac{3\pi}{2\epsilon} < \eta' < \frac{\pi}{2\epsilon}.
$$

Consider a point $z$ in the horizontal strip $|y| < b$. For sufficiently large values of $h$ the ellipse will contain $z$. Suppose that $\text{Im} z > 0$, then the corresponding $\zeta'$ will lie in the upper half of the rectangle $R_\epsilon$ and for $h \to \infty$, $\zeta' \to \pi/bi$. The point $\zeta'' = \zeta' - \pi i/\epsilon$ will then correspond to the conjugate point $\bar{z}$, so that $(\zeta'' + \pi i/\epsilon) \to \bar{z}/b$. If we now return to the formula for the kernel from §5 and replace the function $p_n(z)$ by the expression $\sinh n\zeta'/\sinh \zeta'$, then replace $\zeta'$ by $\epsilon \zeta' + \pi i/2$ and separate the series which expresses the kernel $H$ (see (5), §5) into parts corresponding to even and odd indices, we can write the kernel in the form of a sum of four series:

$$
\frac{4}{\pi h} \sum_{n \text{ odd}} \frac{n}{h} \frac{\text{Re} \frac{\cos in\epsilon \zeta'}{\cos i\epsilon \zeta'}}{\sinh 2n\epsilon + n \sinh 2\epsilon} \left( \text{Im} \frac{\cos in\epsilon \zeta'}{\cos i\epsilon \zeta'} \frac{\text{Im} \cos in\epsilon \zeta_1'}{\cos i\epsilon \zeta_1'} \right)
$$

$$
+ \frac{4}{\pi h} \sum_{n \text{ odd}} \frac{n}{h} \frac{\text{Re} \frac{\cos in\epsilon \zeta'}{\cos i\epsilon \zeta'}}{\sinh 2n\epsilon - n \sinh 2\epsilon} \left( \text{Im} \frac{\cos in\epsilon \zeta'}{\cos i\epsilon \zeta'} \frac{\text{Im} \cos in\epsilon \zeta_1'}{\cos i\epsilon \zeta_1'} \right)
$$

$$
+ \frac{4}{\pi h} \sum_{n \text{ even}} \frac{n}{h} \frac{\text{Re} \frac{\cos in\epsilon \zeta'}{\cos i\epsilon \zeta'}}{\sinh 2n\epsilon + n \sinh 2\epsilon} \left( \text{Im} \frac{\cos in\epsilon \zeta'}{\cos i\epsilon \zeta'} \frac{\text{Im} \cos in\epsilon \zeta_1'}{\cos i\epsilon \zeta_1'} \right)
$$

$$
+ \frac{4}{\pi h} \sum_{n \text{ even}} \frac{n}{h} \frac{\text{Re} \frac{\cos in\epsilon \zeta'}{\cos i\epsilon \zeta'}}{\sinh 2n\epsilon - n \sinh 2\epsilon} \left( \text{Im} \frac{\cos in\epsilon \zeta'}{\cos i\epsilon \zeta'} \frac{\text{Im} \cos in\epsilon \zeta_1'}{\cos i\epsilon \zeta_1'} \right).
$$

For $h \to \infty$, if we denote $n/h$ by $t$ and if we then notice the asymptotic formulas $\hbar \sim \epsilon b$, $n \epsilon \sim b t$, $n \sin 2\epsilon \sim 2bt$, it is immediately seen that the series represent approximating Riemannian sums for the integrals.
\[
\frac{2}{\pi} \int_0^\infty \frac{Re \cos ibt \cos ibt'}{\sinh 2bt + 2bt} dt + \frac{2}{\pi} \int_0^\infty \frac{Im \cos ibt \cos ibt'}{\sinh 2bt - 2bt} dt,
\]

when we subdivide the infinite interval \((0, +\infty)\) into equal intervals of length \(2/h\) and in each interval take the value of the integrated function in the center (for the first two series) or in the right end (for the two last series).

The convergence of these sums towards the integrals for \(h \to \infty\) is easily verified and in this way we obtain for the kernel of the horizontal strip the expression given by the above four integrals where we replace \(\xi'\) and \(\xi'_1\) by the values \(z/2i\) and \(z_1/2i\):

\[
H(z, z_1) = \frac{2}{\pi} \int_0^\infty \frac{Re \cos zt \cos z_1t + Re \sin zt \sin z_1t}{\sinh 2bt + 2bt} dt + \frac{2}{\pi} \int_0^\infty \frac{Im \cos zt \cos z_1t + Im \sin zt \sin z_1t}{\sinh 2bt - 2bt} dt.
\]

This integral representation of the kernel corresponds to a resolution of identity in the Hilbert space \(\mathbb{B}\) corresponding to the strip. This resolution of identity has a quadruple spectrum (see §10, I) defined by the following four functions \(f_\lambda(z, \lambda): f_\lambda(z, \lambda) = 0\) for \(\lambda \leq 0\), for \(\lambda > 0\)

\[
f_1(z, \lambda) = \int_0^\lambda Re \cos ztdt = Re \frac{\sin z\lambda}{z}, \quad f_2(z, \lambda) = Re \frac{1 - \cos z\lambda}{z},
\]

\[
f_3(z, \lambda) = Im \frac{\sin z\lambda}{z}, \quad f_4(z, \lambda) = Im \frac{1 - \cos z\lambda}{z}.
\]

It is easily verified that these functions satisfy the conditions (a) and (b) from §10, I. The condition (c') results from the fact that the functions \(f_\lambda\) determine the r.k. \(H(z, z_1)\) of the class \(\mathbb{B}\) by the formula above.

7. Limits of increasing sequences of kernels. In the preceding section we had an example of a limit of decreasing sequence of classes and kernels. We shall give here an example of an increasing sequence of kernels.

Consider the Bergman’s kernels \(K_n\) for a decreasing sequence of simply-connected domains \(D_n\) such that \(\overline{D}_{n+1} \subset D_n\) and \(E = \lim D_n = D_1 \cap D_2 \cap \cdots\) consists of the two closed circles \(C_1: |z-2| \leq 1\), and \(C_2: |z+2| \leq 1\), with the segment of the real axis \(I: -1 \leq x \leq 1, y = 0\).

Following the general theory of §9, I, we have to consider the set \(E_0\) where \(K_0(z, z) = \lim K_n(z, z) < \infty\).

Every point of the open circle \(C_1\) belongs to \(E_0\). In fact, if \(K_{(1)}\) is the Bergman’s kernel for \(C_1\), by the method of comparison domains (see §2) we get
$K_n \ll K_{\Omega}$ in $C_1$ and consequently $K(z, z) = \lim K_n(z, z) \leq K_{\Omega}(z, z)$ for $z$ in $C_1$.

The same is true for $z \in C_2$. We are going to prove that

$$E_0 = C_1 + C_2.$$  

We have to show that for $z_0 \in E - E_0$, $\lim K_n(z_0, z_0) = \infty$. We use again a domain of comparison. We take a closed line $L$ defining an exterior domain $S$ containing $E$ and such that by a convenient translation we can approach $L$ as near as we wish to $z_0$ without touching $E$. The domain $S$ will contain all $D_n$ from some $n$ onwards. For these $n$, $K_n \gg K_S$, therefore $\lim K_n(z_0, z_0) \geq K_S(z_0, z_0)$. The translation of the line $L$ (and the domain $S$) will have on $K_S(z_0, z_0)$ the effect as if the domain $S$ were fixed and the point $z_0$ were moving towards the boundary $L$. As for Bergman's kernels of domains of finite connection we have the theorem that $K(z, z)$ goes uniformly to $+\infty$ when $z$ approaches the boundary (13), we arrive at the result, $\lim K_n(z_0, z_0) = +\infty$.

For $z_0 \in E - E_0$, with exception of $z_0 = \pm 1$, we can take as $L$ a sufficiently small circumference. For $z_0 = \pm 1$, a circumference cannot do. We take then for $L$ the boundary of a square, for instance, for $z_0 = +1$, we take the square: $-\epsilon < x < 1 - \epsilon, \epsilon < y < 1 + \epsilon$.

Using the notation of §9, (1), (B), we see immediately that the class $F_0$ with the norm $\| \cdot \|_0$ is here a subspace of the class $F$ of all functions $f(z)$ defined in the two open circles $C_1$ and $C_2$, analytic and regular in each (but $f(z)$ in $C_1$ is not necessarily an analytic continuation of $f(z)$ in $C_2$), with a finite norm

$$\|f\|^2 = \int_{C_1} \int_{C_2} |f(z)|^2 \, dx \, dy + \int_{C_2} |f(z)|^2 \, dx \, dy.$$  

Consequently, the condition 2° of §4, (1) is satisfied and we obtain a functional completion $F_0^*$ of $F_0$. Then, it is easily proved, by using general approximation theorems of analytic functions, that the space $F_0^*$ coincides with $F$.

The r.k. of $F$ is immediately seen to be given by:

$$K(z, z_1) = 0$$ if $z$ and $z_1$ belong to different circles,

$$K(z, z_1) = K_{(1)}(z, z_1)$$ if $z$ and $z_1$ belong to $C_i$.

Similar results can be obtained if the domains $D_n, \overline{D}_{n+1} \subset D_n$ have an arbitrary intersection $E = D_1 \cdot D_2 \cdot \cdots$. The set $E_0$ is then the set of all interior points of $E$.

8. **Construction of reproducing kernels by the projection-formula of §12,**

(13) This theorem is proved by using conformal mapping and the invariancy property of Bergman's kernels. For the kernels $H$ for which the invariancy property is not true, a similar theorem has been proved only for domains with sufficiently smooth boundaries.
I. The formula of §12, giving the r.k. of a sum of two closed subspaces, may serve in many cases for the construction of kernels. We shall indicate here a few cases when it can be applied.

(1) The expression for $H(z, z_1)$ in terms of $K(z, z_1)$. Consider for a domain $D$ in the plane the classes $\mathcal{A}$ and $\mathcal{B}$. In spite of the similarity of the metrics in the two classes, the relationship between their kernels $K$ and $H$ does not seem a simple one. We shall get such a relation by using the formula (18), §12, I.

To this effect we remark firstly that the class $\mathcal{B}$ is a class of complex valued functions, that is, every function $h$ of the class is representable in the form $h = h_1 + ih_2$, $h_1$ and $h_2$ harmonic and real-valued. Consequently, the class $\mathcal{A}$ is a linear closed subspace of the class $\mathcal{B}$. Also the class $\mathcal{A}$ of all antianalytic functions (that is, conjugate $\overline{f(z)}$ of analytic functions $f$) with a similar norm is a closed linear subspace of $\mathcal{B}$. On the other hand, it is clear that every function $h \in \mathcal{B}$ is representable as a sum

$$h(z) = f_1(z) + \overline{f_2(z)}$$

with two analytic functions $f_1$ and $f_2$. These functions are uniquely determined with the exception of additive constants. In general, in this decomposition, the functions $f_1$ and $f_2$ may be of infinite norm, that is, they may not belong to our classes $\mathcal{A}$ and $\overline{\mathcal{A}}$. But when the boundary of $D$ is not too irregular it may be proved that a dense subclass of $\mathcal{B}$ is decomposable in this form with $f_1$ and $f_2$ belonging to $\mathcal{A}$ and $\overline{\mathcal{A}}$ which means that $\mathcal{B} = \mathcal{A} \oplus \overline{\mathcal{A}}$. In order to avoid the indetermination of the above decomposition of $h \in \mathcal{B}$ into $f_1 + f_2$ because of the additive constant, we shall admit to the class $\overline{\mathcal{A}}$ only functions $\overline{f}$ satisfying the condition

$$\int \int_D \overline{f} dx dy = 0.$$

With $\overline{\mathcal{A}}$ so fixed, the condition $\mathcal{A} \cdot \overline{\mathcal{A}} = (0)$ is satisfied. Consequently, we can apply our formula to calculate the kernel $H$.

We obtain for $H$ a development of the form

$$H(z, z_1) = \sum_{n=1}^{\infty} \left( \Lambda'_{n-1}(z, z_1) + \Lambda''_{n-1}(z, z_1) - \Lambda_n(z, z_1) - \overline{\Lambda_n(z_1, z)} \right)$$

where the $\Lambda$'s are expressible in terms of the r.k.'s of $\mathcal{A}$ and $\overline{\mathcal{A}}$ following the formulas from §12. Since the kernel for $\mathcal{A}$ is $K(z, z_1)$, the kernel for $\overline{\mathcal{A}}$ is immediately seen to be $\overline{K(z, z_1)} + \text{const}$. The constant is easy to determine and we get for the kernel $\overline{K}$ of $\overline{\mathcal{A}}$ the expression $\overline{K(z, z_1)} = K(z_1, z) - 1/\sigma$ where $\sigma$ is the area of $D$. All the terms of the development of $H$ are then expressible by repeated integration in terms of the kernel $K$ alone.

This development can serve to compute $H$ when $K$ is known. It will be especially useful when the domain is such that the subspaces $\mathcal{A}$ and $\overline{\mathcal{A}}$ of $\mathcal{B}$
form a positive minimal angle. This is equivalent to the fact that there exists a constant \( m > 0 \) such that
\[
m\|f\| \leq \|f + \overline{f}\| \quad \text{for any } f \in \mathcal{A}, \overline{f} \in \mathcal{A}.
\]

It is easy to see that the last condition is equivalent to the following property of harmonic, real-valued functions \( h \in \mathcal{B} \):
\[
\|\overline{h}\| \leq c\|h\|, \quad \text{for some constant } c > 0,
\]
where \( \overline{h} \) is the conjugate harmonic function of \( h \) (that is, \( h + i\overline{h} \) is analytic). This property can be proved for domains with a fairly smooth boundary (continuous tangent), with at most a finite number of angular points with positive angles (see K. Friedrichs, [1]). Consequently we can apply (1) to compute the kernel \( H \) for a rectangle, which computation would be especially useful in view of applications to rectangular elastic plates.

(2) We shall describe now a manner of applying our formula to calculate the kernels \( K \).

Let \( C \) be a closed set in the plane (not necessarily bounded) of two-dimensional measure 0. Usually \( C \) will be composed of a finite number of arcs or closed curves. \( C \) decomposes the plane in a certain number of domains \( D_1, D_2, \ldots \) which together form an open set \( D \). In \( D \) we consider the class of functions \( \mathfrak{A}_D \) formed by all functions which in each of the domains \( D_n \) are analytic and regular. We call such functions locally analytic and the set \( C \) their singular set(13).

We shall suppose further that the functions of \( \mathfrak{A}_D \) have a finite norm given by
\[
\|f\|^2 = \iint_D |f(z)|^2 dx dy.
\]

The class \( \mathfrak{A}_D \) possesses a r.k. \( K_D \) which is simply expressible by the Bergman's kernels \( K_{D_n} \) in the following way:
\[
K_D(x, z_1) = K_{D_n}(x, z_1) \quad \text{if } x \text{ and } z_1 \text{ belong to } D_n,
\]
\[
K_D(x, z_1) = 0 \quad \text{if } x \text{ and } z_1 \text{ belong to two different } D_n \text{'s}.
\]

There is no loss in generality if we suppose that \( C \) is bounded (we can use conformal mappings to reduce every case to this one). We shall denote by \( D_0 \) the domain \( D_n \) containing \( \infty \).

Consider a decomposition of \( C \) in two closed sets
\[
C = C^{(1)} + C^{(2)}.
\]

To every \( C^{(i)} \) corresponds the complementary open set \( D^{(i)} \) and we have
\[
D = D^{(1)} \cdot D^{(2)}.
\]

(13) The author introduced and investigated this kind of function in his thesis in Paris [2].
Every function \( f(z) \) locally analytic in \( D \) is decomposable into two functions \( f(z) = f_1(z) + f_2(z) \) each of which is locally analytic in the corresponding domain \( D^{(1)} \) (see N. Aronszajn [2]). Two such decompositions differ by a function with the singular set \( C^{(1)} \cdot C^{(2)} \).

The classes \( \mathcal{A}_{D^{(1)}} \) are clearly linear closed subspaces of \( \mathcal{A}_D \) (when we restrict their functions to the set \( D \)).

The intersection of \( \mathcal{A}_{D^{(1)}} \) and \( \mathcal{A}_{D^{(2)}} \) is equal to the class \( \mathcal{A}_{D^*} \) where \( D^* \) is the complementary set of \( C^* = C^{(1)} \cdot C^{(2)} \).

The class \( \mathcal{A}_{D^*} \) is reduced to 0 when the intersection \( C^* \) is a finite or an enumerable set.

The equality

\[
\mathcal{A}_D = \mathcal{A}_{D^{(1)}} \oplus \mathcal{A}_{D^{(2)}}
\]

is not always true.

For simplicity's sake we suppose now that \( C \) is not equal to 0 and is composed of a finite number of rectifiable arcs or closed curves, not reduced to isolated points, and that the same is true of \( C^{(1)} \) and \( C^{(2)} \).

It can then be proved that the necessary and sufficient condition in order that (6) be true is that \( C^* = C^{(1)} \cdot C^{(2)} \neq 0 \).

Further, if \( C^* = 0 \), then \( \mathcal{A}_D \cong [\mathcal{A}_{D^{(1)}} \oplus \mathcal{A}_{D^{(2)}}] \) is a one-dimensional space generated by the function \( w'(z) \) defined as follows: let \( h(z) = h_{C^{(1)},C^{(2)}} \) be the locally harmonic function in \( D \), taking the value 1 on \( C^{(1)} \) and 0 on \( C^{(2)} \). Denote then by \( w(z) \) the function locally analytic in \( D \) (but not necessarily single-valued in the multiply-connected components \( D_n \) of \( D \)), whose real part is \( h(z) \). The derivative \( w'(z) = h'_+ - ih'_- \) is single-valued in \( D \) and belongs to \( \mathcal{A}_D \). \( h(z) \) is called the harmonic measure in \( D \) corresponding to \( C^{(1)} \).

From what we said, it results that we shall be able to calculate the kernel \( K_D \) by the formulas of §12 in the following cases:

(1) When \( C^* \neq 0 \) and \( \mathcal{A}_{D^*} \neq 0 \) we can apply the general formula (7), §12, I, translating operators into kernels, in particular \( P, P_0, P_1 \), and \( P_2 \) into \( K_D, K_{D^*}, K_{D^{(1)}}, \) and \( K_{D^{(2)}} \). To calculate \( K_D \) we have then to know \( K_{D^{(1)}}, K_{D^{(2)}}, \) and \( K_{D^{(2)}} \).

(2) When \( C^* \neq 0 \) and \( \mathcal{A}_{D^*} = (0) \) we can apply formula (18) §12, I.

This case contains interesting particular cases; for instance in the case of a simply-connected domain bounded by a polygonal line \( C \). We can decompose \( C \) into one side \( C^{(1)} \) and a polygonal line \( C^{(2)} \) having one side less than \( C \). This gives an inductive process to calculate the kernel \( K_D \) of the open set complementary to \( C \). By this process we obtain, at the same time, the two Bergman's kernels for the interior and exterior of \( C \). This is especially interesting as these kernels will give the conformal mapping functions of the domain on a circle.

Another case in point is one when to a slit \( C^{(1)} \) in the plane we add a rectilinear segment \( C^{(2)} \), having only one point in common with \( C^{(1)} \). This
case may be of interest for the variational methods, as they were used by Loewner [1], for instance, in the problem of coefficients of schlicht functions.

(3) When \( C^* = 0 \), then \( \mathcal{A}_D^* = 0 \). We can apply formula (18), §12, I, to compute the kernel of \( \mathcal{A}_D^* \), if \( K_D^* \) and \( K_D^* \) are known. Then, if we know the function \( w'(z) \), we add the function \( (1/\|w\|^2)w'(z)\bar{w}'(z) \) to the obtained kernel and arrive at the kernel \( K_D \). The classes \( \mathcal{A}_D^* \) and \( \mathcal{A}_D^* \) have, in this case, a positive minimal angle for which a lower estimate can be obtained (using the constant \( m \) from the inequality \( m\|f_1\| \leq \|f_1 + f_2\| \) as in §12, I) by the use of methods developed by the author in [3].

If we consider the reduced classes \( \mathcal{A}_D' \) of functions of \( \mathcal{A}_D \) with single-valued integrals in every component domain \( D_n \) of \( D \), we shall obtain a r. k. \( K_D' \) expressible by a formula similar to (3) in terms of the reduced Bergman’s kernels \( K_D' \). For the reduced classes we have always \( \mathcal{A}_D' = \mathcal{A}_D^{*0} \oplus \mathcal{A}_D^{*0} \) and in the case \( C^* = 0 \), we shall calculate \( K_D' \) directly by formula (18).
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