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❑ Research Questions

⮚ How autonomous vehicle deal with moral dilemmas?

Objective: develop a model to help AV make decisions 
when facing moral dilemmas.



❑ Research Questions

Q1: What model can help to make moral decisions from a 
human perspective?

Q2: What features (attributes of the characters and the 
situations) influence individuals' moral preferences to save or 
sacrifice specific groups in AV-related dilemmas?

⮚ If you were an AV, what will you 
do? — an on l ine  exper iments 
conducted by Edmond et al., 2018.



❑ Datasets and methods

⮚ Each row is a scenario, which is a 
combinat ion of  people  wi th 
different characteristics. 

⮚ total: 10505 rows/observations

(one scenario example)

… children dog cat … old male old female …

… 1 1 1 … 0 0 …



❑Datasets and methods

⮚ Technique routes

One-hot encoding: 
● 10505 × 112 (111 features + 1 target 

variable)

Data splitting:
● training data - (7353, 112) - 70%
● validation data - (1576, 112) - 15%
● testing data - (1576, 112) - 15%



❑ Results

⮚ Exploratory Data Analysis



❑ Results

⮚ Exploratory Data Analysis



❑ Preprocessing

… children.x dog.x Intervention.x … children.y dog.y Intervention.y …

… 1 1 0 … 0 1 1 …

Two rows with the same ID

One row with feature labeled .x and .y

Remove the same or contrary  features in .y 



❑ Preprocessing

3. Remove rows contain missing values

5. Data splitting:
● training data - (7353, 112) - 70%
● validation data - (1576, 112) - 15%
● testing data - (1576, 112) - 15%

4. One-hot encoding

1. Choose the rows from the US

2. Combine rows and remove some .y features



❑ Results

⮚ Model performance

positive negative
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❑ Results

⮚ SVM (C=10,kernel='rbf',probability=True)

On test data, accuracy:0.725, precision score: 0.729, recall score: 0.788



❑ Results

⮚ Random Forest (n_estimators=55)

On test data, accuracy:0.709, precision score: 0.722, recall score: 0.759



❑ Results

⮚ kNN (metric='euclidean', n_neighbors=17)

On test data, accuracy:0.702, precision score: 0.778, recall score: 0.706



❑ Results

⮚ Logistic Regression (C=2, max_iter=500)

On test data, accuracy:0.725, precision score: 0.783, recall score: 0.732



⮚ Models

⮚ Features 

❑ Conclusion



❑ Conclusion

⮚ Takeaway 

⮚ What to improve 
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