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Our Task

We aim to employ machine learning methods for 

predicting students’ scores on the final exam based on 

their performance throughout the semester.

About Data Set

• Dataset Size: 68*22

• Dataset Quality: No missing values and outliers

• Features(scores of): Q1~Q8,HW1-HW5, Proposal, Pre,…,MidtermExam

• Target(scores of): FinalExam





LASSO - variable selection

We choose:

Q3', 'Q4', 'Q6', 'Q7', 'HW1', 'HW2', 

'HW3', 'HW4', 'HW5', 'Pre', 

'PreFeedback', 'PreFeedback2', 

'MidtermExam'

α

considering the multi-collinearity problem 



MSE (Mean Squared Error)
——Model Evolution Metrics
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GridSearchCV

A hyperparameter optimization selecting the best combination of model 

parameters from a predefined grid

Key parameters：

Estimator

param_grid

cv

scoring

The machine learning model to be used

The names of model parameters + parameter values

The number of folds 

The metric used to evaluate model performance



Random Forest

An ensemble learning method that constructs multiple decision trees during training 

Key parameters：
max_depth

min_samples_leaf

max_features



Random Forest
Model:

model = GridSearchCV(estimator=RandomForestRegressor(), param_grid=param_grid, cv=5, 

scoring='neg_mean_squared_error')

model.fit(X, y)

Best Model: 

max_depth = 20, max_features = 'sqrt', min_samples_leaf = 1



Gradient Boosting

Gradient Boosting iteratively training weak predictive models, focusing on the residuals of the 

previous round.

Key parameters： Final
grade

Prediction 1
decision tree

Residual 1 Prediction 2
decision tree

Residual 2 Prediction 3
decision tree

n_estimators

max_depth

learning_rate



Gradient Boosting
Model:

model = GridSearchCV(estimator=GradientBoostingRegressor(), param_grid=param_grid, cv=5, 

scoring='neg_mean_squared_error')

model.fit(X, y)

Best Model: 

learning_rate = 0.1, 

max_depth = 1, 

n_estimators = 100



Model improvements

Normalizing the data and removing columns with negative lasso coefficients.

The MSE values：

standardize Non-Standardize

Remove 
negative 

coefficients of 
lasso

148.32 172.17

reserve 
negative 

coefficients of 
lasso

155.88 155.24

Random Forest： Gradient Descent：

We can see that both ways can improve the model.

(In this project, we've used the normalized data.)

standardize Non-Standardize

Remove 
negative 

coefficients of 
lasso

151.44 155.67

reserve 
negative 

coefficients of 
lasso

156.11 170.65



Conclusion and Model Application
Models:

RandomForestRegressor(max_depth = 20, max_features = 'sqrt', min_samples_leaf = 1)

GradientBoostingRegressor(learning_rate = 0.1, max_depth = 1, n_estimators = 100)

Predict final grade for this term:
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FinalGrade

(by Random 

Forest)

Final Grade 

(by Grediant
Boosting)

Student 1 12 16 10 3 20 20 20 20 20 24.5 2 2 80 60 55

Student 2 12 16 10 3 20 19 20 20 20 24 2 2 75 48 45

student 3 12 16 10 3 20 20 19 20 18 25 2 2 66 44 38

*The predicted score is a standardized z-score out of 75.

*The MSE of the model is high, so the prediction is not very accurate.



Predictions of our final grades reflect our past academic performance, but 

they don't define our future. With determination and effort, we have the 

power to shape and improve our outcomes in the upcoming final exams.

Wishing everyone good results in the final exams!
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