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Our Goals：
• Identify which player should be considered a candidate for the NBA Most Valuable Player (MVP) .

Our methods:
Three machine learning algorithms to predict:
• Support Vector Machine (SVM)
• Decision Tree Classification
• K-Nearest Neighbors Classifier (KNN)
Compare accuracy of the three methods and apply the best model to predict the result.



Our Data:
Our raw data from the official NBA web: https://www.basketball-
reference.com/leagues/NBA_2025_per_game.html



Data processing:

Only Keep Useful Data: 



Add variable efficiency (EFF) to measure a player‘s goal efficiency: 

Adding Variables：



SVM Features and Variable: 

Training Feature X:
● Points Scored (PTS)
● Efficiency (EFF)

Binary Variable y: 
● Y = 1 when G>5, MP>30, and EFF>0.8
● Y = 0 otherwise



Support Vector Machine (SVM)

The player with the best shot at winning 
the MVP for the 24-25 season is:

1. Giannis Antetokounmpo
2. Anthony Davis
3. Nikola Jokić



Key Features:
• The model uses Efficiency (EFF) and Points Per 

Game (PTS) to classify MVP candidates.

• EFF ≤ 0.81 is the most significant split, dividing 
players into likely MVP and non-MVP groups.

Results:
• Achieved 100% accuracy on the training data, 

perfectly classifying all samples.

• This suggests potential overfitting, as the model may 
not generalize well to new data.

Insight:
• Players with high EFF (> 0.81) but moderate PTS 

can still be classified as MVP candidates, showing the 
importance of efficiency in performance evaluation.

Decision Tree Classification



k-Nearest Neighbors Classifier 
(kNN) l X = PPG  Y= player efficiency

l Green dot for NBA player averaging 
28.7 PTS on 0.82 EFF

l the classifier would determine most 
player to not be a MVP candidate.



Conclusion:
● We have found that using a support vector machine is the best way 

to predict if a player is an MVP candidate. This method correctly 
identifies 'MVP-caliber' players based on their individual 
achievements, with very few mistakes.

● The decision tree classifier, while it seems strong at first, tends to fit 
the data too closely. This overfitting means it may not predict new 
data accurately.

● The k-nearest neighbors method did not work as well with our data. 
This is because most players in the data are not MVP candidates, 
which affects how this method performs.

● It is important to remember that deciding if a player is an MVP 
candidate is somewhat subjective. The MVP award is given based 
on votes from sports media people, who might consider factors like 
a player's story or "narrative." These factors are hard to measure 
with data. So, while our models are helpful, they might not capture 
all the reasons why a player becomes an MVP.


