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Dataset

6,194 observations with 10 features: 

● For race: NaN denotes international student

● For admission: NaN denotes rejected

○ There are three admission results: admit, waitlist, and reject

○ For the sake of this project, we will be predicting “admitted” versus “not admitted”, grouping together waitlist and reject



Dataset - Column Values

● gender
○ String - Male, Female

● major
○ String - Business, Humanities, STEM

● race
○ String - Asian, Black, Hispanic, White, Other, NaN

● work_industry
○ String - CPG, Energy, Health Care, Investment Management, Nonprofit/Gov, PE/VC, Retail

● admission
○ String - Admit, Waitlist, NaN (reject)

● gpa
○ Float

● gmat
○ Float

● work_exp
○ Float

● international
○ Boolean - True, False



Questions of Interest

● Can we predict MBA acceptance at Wharton School of Business based on 
gender, GPA, GMAT, work experience, and/or undergraduate major?

● Which of these variables is most important for predicting MBA acceptance at 
Wharton?



Exploratory Graphs
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Exploratory Graphs Continued



Exploratory Graphs Continued

● race_Unknown was all the 
NaN values in race

○ race_Unknown = 
international

training_set



Feature Engineering

● Change NaN race to Unknown (International)
○ Didn’t use international as a feature since it will be represented by this

● Converted gender, work industry, race, and major to dummy variables for modeling
● Converted Admission status’ to 0 - rejected, 1 - admitted
● Used Standard Scaling for GPA, GMAT, Work Experience

○ GMAT values were significantly larger than GPA, Work Experience
● Split data into 80% Train, 10% Val, 10% Test

○ Significantly more rejects than admits -> oversampled training data



Model Selection

Grid Search Method:
● Logistic Regression with C of [.01, 1, 10, 100]
● Decision Tree with max depth of [10, 500,1000, None]
● KNN with #of neighbors [1, 2, 3, 4, 5]

Result:
● KNN (1 Neighbor) and Decision Tree (No Max Depth) 

both often chosen



Feature Selection

● Permutation feature 
selection using 
decision tree and 
KNN with 1 neighbor

● gmat, gpa, 
gender_male, and 
work_exp most 
important in both

Decision Tree (No 
Max Depth)

KNN (1 Neighbor)



Feature Selection - Continued

● Small dataset permitted this feature 
selection

○ Fit many models with different 
number of features

● Accuracy of model based off number 
of top features used

● After 2 features the model changes 
only slightly

Decision Tree (No Max Depth) KNN (1 Neighbor)



Model Evaluation

No model works well: 

- Decision Tree highest accuracy value was 82.8%.
- KNN (1 Neighbor) highest accuracy value was 82.6%

For comparison, accuracy with simply guessing not admit every time is 85.47%



Logistic Regression Graphs



Conclusion

● Grid search was unable to choose a best model

● Most important variables consistently were: ‘gpa’, ‘gmat’, and “gender_male’

● Based off the given data and features, unable to explain well whether a 

person would be admitted or rejected

● Could be a factor outside of the dataset impacting admission rate more 

directly 



Potential Next steps

Potential other factors that could impact admission predictions:

- Undergraduate School Ranking
- Quality of Reference Letters
- Quality of Personal Statements


