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Data
We will analyze a dataset focused on stress detection, consisting of 3000 daily entries for 100
participants over 30 days. The dataset includes various physiological, behavioral, and
physiological attributes.

Key variables include personality traits (such as Openness, Extraversion, Agreeableness etc.),
daily perceived stress scale (PSS) scores, sleep metrics, and various phone usage indicators
(e.g. screen-on-time, number of calls etc.) as well as skin conductance and physical activity.

Data source: https://www.kaggle.com/datasets/swadeshi/stress-detection-dataset

Questions
Our analysis will focus on the following questions:

a. Which factors are most correlated with stress levels?
i. Which personality traits are most correlated with high stress?
ii. How can stress levels vary throughout the week?
iii. Is phone usage correlated with stress level?
iv. How is sleep/physical activity correlated with stress levels?

We will use the results from our data to address these questions:
a. Are these determining factors easy to control or manage?
b. What would be potential ways to mitigate high stress levels?

Methods
We will be using the PSS_score (Perceived Stress Scale score, indicating stress level) as the
dependent variable in our analysis. The PSS_score is an integer in the range 10 to 40, which is
why we will be using a regression algorithm to determine the impact of other variables on the
PSS_score.

We will train several models and perform model selection with cross validation. We will use 80%
of the data for training and 10% for validation and model selection, and we will reserve the last
10% for testing the predictive power of our selected models. Part of our process will be to
determine how we split the dataset. One option is to assign each row of the dataset to the
training, validation, or test set at random. However, each patient occupies 30 rows representing
30 days. If stress levels between patients vary more than stress levels of a specific patient
during the 30 day time period, it would be advantageous to split along patients. (80% of patients
are training, 10% are validation, 10% are test). Choosing how we split our dataset will be the
first step of our analysis.

One model of interest will be a Lasso regression model to identify the most significant predictors
of stress levels. Lasso regression performs feature selection, penalizing less important
variables, which is very suitable for this dataset with more than 15 variables that could
potentially be predictors of the PSS_score. It would be especially interesting to compare how
such a Lasso model performs when compared against ridge regression and gradient descent
models. We will also look into correlation between the independent variables, and make sure to
only include one variable from potential sets of collinear features to improve feature importance.

https://www.kaggle.com/datasets/swadeshi/stress-detection-dataset
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Reading in Data
The dataset can be read with Pandas as follows:
import pandas as pd
df = pd.read_csv("stress_detection.csv", index_col=0)
df.describe().T


