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Abstract. The primary rationale for the use of phylogenetically based statistical methods is that phylogenetic signal,
the tendency for related species to resemble each other, is ubiquitous. Whether this assertion is true for a given trait
in a given lineage is an empirical question, but general tools for detecting and quantifying phylogenetic signal are
inadequately developed. We present new methods for continuous-valued characters that can be implemented with
either phylogenetically independent contrasts or generalized least-squares models. First, a simple randomization pro-
cedure allows one to test the null hypothesis of no pattern of similarity among relatives. The test demonstrates correct
Type I error rate at a nominal a 5 0.05 and good power (0.8) for simulated datasets with 20 or more species. Second,
we derive a descriptive statistic, K, which allows valid comparisons of the amount of phylogenetic signal across traits
and trees. Third, we provide two biologically motivated branch-length transformations, one based on the Ornstein-
Uhlenbeck (OU) model of stabilizing selection, the other based on a new model in which character evolution can
accelerate or decelerate (ACDC) in rate (e.g., as may occur during or after an adaptive radiation). Maximum likelihood
estimation of the OU (d) and ACDC (g) parameters can serve as tests for phylogenetic signal because an estimate of
d or g near zero implies that a phylogeny with little hierarchical structure (a star) offers a good fit to the data.
Transformations that improve the fit of a tree to comparative data will increase power to detect phylogenetic signal
and may also be preferable for further comparative analyses, such as of correlated character evolution. Application
of the methods to data from the literature revealed that, for trees with 20 or more species, 92% of traits exhibited
significant phylogenetic signal (randomization test), including behavioral and ecological ones that are thought to be
relatively evolutionarily malleable (e.g., highly adaptive) and/or subject to relatively strong environmental (nongenetic)
effects or high levels of measurement error. Irrespective of sample size, most traits (but not body size, on average)
showed less signal than expected given the topology, branch lengths, and a Brownian motion model of evolution (i.e.,
K was less than one), which may be attributed to adaptation and/or measurement error in the broad sense (including
errors in estimates of phenotypes, branch lengths, and topology). Analysis of variance of log K for all 121 traits (from
35 trees) indicated that behavioral traits exhibit lower signal than body size, morphological, life-history, or physiological
traits. In addition, physiological traits (corrected for body size) showed less signal than did body size itself. For trees
with 20 or more species, the estimated OU (25% of traits) and/or ACDC (40%) transformation parameter differed
significantly from both zero and unity, indicating that a hierarchical tree with less (or occasionally more) structure
than the original better fit the data and so could be preferred for comparative analyses.
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A great triumph of biology has been the demonstration that
organisms are descended from common ancestors and hence
are related in a hierarchical fashion (Mayr 1982). An obser-
vation of almost equal importance is that phylogenetically
related organisms tend to resemble each other for most as-
pects of the phenotype (e.g., hummingbirds look like hum-
mingbirds, elephants look like elephants). We term this re-
semblance phylogenetic ‘‘signal’’ to avoid such terms as phy-
logenetic ‘‘inertia’’ or ‘‘constraint,’’ which are inconsistently
defined, both conceptually and operationally (e.g., see An-
tonovics and van Tienderen 1991; McKitrick 1993; Wagner
and Schwenk 2000; Orzack and Sober 2001; Reeve and Sher-
man 2001) and whose original use was rather different from
current use (Blomberg and Garland 2002). As argued else-
where (Blomberg and Garland 2002), we believe that the
evolutionary processes implied by phylogenetic inertia and
constraint are difficult, if not impossible, to estimate from
comparative data alone (but see Hansen 1997; Orzack and
Sober 2001; Schwenk and Wagner 2001). Therefore, we use
phylogenetic signal simply to describe a tendency (pattern)
for evolutionarily related organisms to resemble each other,
with no implication as to the mechanism that might cause
such resemblance (process). This use of phylogenetic signal

is consistent with recent usage in systematic biology (e.g.,
Hillis and Huelsenbeck 1992) and is also similar to the ‘‘phy-
logenetic effect’’ of Derrickson and Ricklefs (1988) and the
‘‘phylogenetic conservatism’’ of Ashton (2001). We do not
use ‘‘phylogenetic conservatism,’’ however, because it seems
to connote less change than might be expected from the phy-
logenetic structure of the taxa in question; as argued below,
the existence of phylogenetic signal does not require the ex-
istence of such processes as that may imply. We did not use
the ‘‘phylogenetic correlation’’ of Gittleman et al. (1996a)
because they used statistical approaches different from those
presented here and because our methods do not involve cor-
relation per se.

A crucial point that has not been sufficiently appreciated
in the literature is that phylogenetic signal will occur to some
extent under most simple, stochastic models of character evo-
lution along a tree with any amount of hierarchical structure.
Under such models as Brownian motion, evolutionary chang-
es are simply added to values present in the previous gen-
eration or at the previous node on a phylogenetic tree. Thus,
members of lineages that have only recently diverged will
necessarily (on average) tend to be similar, as compared with
more distantly related lineages. This effect carries on to the
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values for taxa at the tips of a phylogenetic tree (e.g., extant
species). The presence of phylogenetic signal does not require
a failure to evolve (Wake 1991) along certain branches, but
only that the branch lengths of a phylogenetic tree are pro-
portional to the expected variance of evolution for the char-
acter in question. Hence, significant phylogenetic signal does
not require appeal to such processes as inertia or constraint
(Blomberg and Garland 2002).

Although phylogenetic signal is a necessary property of
stochastic evolution along a hierarchical tree, whether phy-
logenetic signal can be detected for a given trait will, of
course, depend on the sample size of a dataset, the power of
the statistical test, the accuracy of the phylogenetic tree (e.g.,
topological errors will tend to obscure the signal), and the
accuracy of the trait data (high measurement error will also
tend to obscure signal). Moreover, a test for phylogenetic
signal can also be viewed as a test for hierarchical tree struc-
ture, if one assumes something like Brownian motion to have
been in effect. Or, it can be interpreted as a test for Brownian
motion if one assumes the phylogenetic topology and branch
lengths are known without error. (Related to the issue of
detecting phylogenetic signal is the issue of quantifying and
comparing evolutionary rates [e.g., see Garland 1992; Mar-
tins 1994]. For example, traits that evolve slowly are often
identified as having phylogenetic ‘‘inertia’’ or being subject
to phylogenetic ‘‘constraint’’ [review in Gittleman et al.
1996a; see also Blomberg and Garland 2002].)

Although it is simply a necessary consequence of sto-
chastic evolution along a hierarchical tree, the existence of
phylogenetic signal has important practical consequences.
First, the characteristics (either phenotypic or genetic) of a
species that has not yet been studied can often be rather well
predicted simply from knowledge of its phylogenetic position
and the characteristics of some close relatives. For example,
the ability to detect species that deviate significantly from
general allometric equations can be greatly enhanced by the
use of phylogenetically informed statistical procedures (Gar-
land and Ives 2000). Second, average values for the phe-
notypes of a set of species generally do not represent inde-
pendent and identically distributed datapoints for a statistical
analysis. (They also typically do not represent random sam-
ples from the ‘‘population’’ of all organisms or even of a
more restricted lineage.) Hence, conventional statistical
methods are usually inappropriate for the analysis of com-
parative data (e.g., Ridley 1983; Felsenstein 1985; Grafen
1989; Harvey and Pagel 1991; Garland et al. 1993, 1999;
Reynolds and Lee 1996; Martins and Hansen 1997; Ackerly
2000; Rohlf 2001; Swiderski 2001). This realization has led
to a large body of work aimed at the development of phy-
logenetically based statistical methods, spurred in particular
by the publication of two different methods in 1985 (Chev-
erud et al. 1985; Felsenstein 1985). Both analytical and sim-
ulation studies have shown that, under a fairly wide range of
phylogenies and models of character evolution, related spe-
cies do tend to resemble each other and that this tendency
will inflate Type I error rates for testing hypotheses (e.g.,
whether two traits are correlated across species) with com-
parative data (e.g., Grafen 1989; Martins and Garland 1991;
Purvis et al. 1994; Dı́az-Uriarte and Garland 1996; Harvey
and Rambaut 1998; Martins et al. 2002).

Theory is one thing, but the real world is another. Hier-
archical phylogenetic relationships and a tendency for rela-
tives to resemble each other are not without exception. For
example, interspecific hybridization and horizontal gene
transfer violate the general idea that phylogenetic trees are
always divergent. Convergent evolution leads to distantly
related organisms resembling each other more closely than
expected (Wake 1991), whereas character displacement caus-
es closely related organisms to resemble each other less than
expected (Losos 2000). Other modes of evolution can also
lead to amounts of phylogenetic signal that are lower than
expected from a given topology and branch lengths, including
limits to evolution (e.g., see Garland et al. 1993; Dı́az-Uriarte
and Garland 1996) and the Ornstein-Uhlenbeck process
(which models stabilizing selection that can obliterate the
resemblance of descendant species and their ancestors, e.g.,
Felsenstein 1988; Garland et al. 1993; Hansen and Martins
1996; Martins et al. 2002). Therefore, several workers have
suggested that it might not always be necessary to incorporate
phylogenetic information in statistical analyses of compar-
ative data (e.g., Westoby et al. 1995; Bjorklund 1997; Price
1997; Mazer 1998; Losos 1999; Ashton 2001). For a given
set of species and a given phenotypic trait, the amount of
phylogenetic signal might not be very strong. Thus, perhaps
one should first test for phylogenetic signal in a dataset and
apply a phylogenetically based statistical method only if it
is statistically significant (e.g., Gittleman and Kot 1990; Git-
tleman et al. 1996a; Abouheif 1999). As a relatively early
example, Gittleman and Luh (1992, p. 401) concluded that
‘‘it is mandatory initially to diagnose the comparative data
at hand. . . . If phylogenetic correlation is not observed, then
comparative method procedures should not be adopted.’’ Fol-
lowing this suggestion, some empirical papers have not used
phylogenetically based statistical methods, after one or more
diagnostic tests indicated a lack of significant phylogenetic
signal (e.g., Irschick et al. 1997).

This perspective suggests a dichotomy between phyloge-
netic and nonphylogenetic analyses, but this dichotomy is
both illusory and unnecessary. As noted previously (e.g.,
Purvis and Garland 1993), a conventional (nonphylogenetic)
statistical analysis is just one that assumes the special case
of a star phylogeny, that is, a hard polytomy with equal-
length branches (and implicitly assumed character evolution
by something like Brownian motion with stochastically equal
rates along each branch). The three best-justified phyloge-
netically based statistical methods can all be applied with a
star phylogeny, in which case they yield results that are ex-
actly the same as a conventional analysis (phylogenetically
independent contrasts: Felsenstein 1985; generalized least
squares: Grafen 1989; Martins and Hansen 1997; Garland
and Ives 2000; Rohlf 2001; Monte Carlo simulations: Martins
and Garland 1991; Garland et al. 1993; Reynolds and Lee
1996). Moreover, as emphasized here (see also Freckleton et
al. 2002), various types of branch length-transformations can
allow one to conduct analyses on trees that vary continuously
from a star with contemporaneous tips to the original can-
didate tree and on to a tree with branches transformed to
imply even more phylogenetic signal than implied by the
original candidate tree. The optimal branch-length transfor-
mation can be chosen objectively by such criteria as maxi-
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mum likelihood (ML; best fit to data; e.g., Grafen 1989), thus
allowing what amounts to a simultaneous test for phyloge-
netic signal (see also Lynch 1991; Mooers et al. 1999; Pagel
1999; Harvey and Rambaut 2000; Martins et al. 2002), and/
or analyses can be conducted across a range of branch-length
transformations as a sensitivity analysis (e.g., Butler et al.
2000).

Given the limitations of existing methods (see Discussion),
our first purpose is to provide a new test for phylogenetic
signal in continuous-valued characters, based on simple ran-
domization procedures. This test allows us to address how
common phylogenetic signal really is. Second, we provide a
descriptive statistic, K, to gauge the amount of phylogenetic
signal. Such a statistic is important because it allows com-
parisons of different traits across different trees and hence
the possibility of discovering general patterns of relative evo-
lutionary lability across trait types (cf. de Queiroz and Wim-
berger 1993; Gittleman et al. 1996a,b; Wimberger and de
Queiroz 1996; Ackerly and Donoghue 1998; Ackerly and
Reich 1999; Böhning-Gaese and Oberrath 1999; Morales
2000; Prinzing et al. 2001). Third, we implement two bio-
logically motivated transformations of branch lengths, one
of which corresponds to the Ornstein-Uhlenbeck (OU) pro-
cess and the other to a new proposed model of accelerating
versus decelerating rates of character evolution (ACDC).
Maximum likelihood estimation of the OU or ACDC trans-
formation parameter provides an alternative approach to test-
ing for phylogenetic signal and can be used to guide the
choice of branch lengths for a comparative analysis.

As described in Felsenstein’s (1985) seminal paper, the
branch lengths used in phylogenetically based statistical
methods are assumed to be proportional to expected variance
of character evolution for the trait(s) in question. Such branch
lengths cannot be known directly, except perhaps in some
laboratory organisms with known histories, generation times,
mutation rates, and selective regimes. Therefore, reasonable
approximations must be employed. Starter branch lengths
may be real, such as estimated genetic distances or divergence
times, or they may be arbitrary, as derived from a simple
setting rule (e.g., Cheverud et al. 1985; Grafen 1989; Pagel
1992; all 5 1). Real branch lengths obviously can enhance
the biological relevance of statistical inferences, but arbitrary
branch lengths do not necessarily negate biological interpre-
tations (e.g., see Grafen 1989; Garland 1992; Clobert et al.
1998). Whatever starter branch lengths are employed, per-
formance of phylogenetically based statistical methods, in
terms of Type I error rate, can often be improved by trans-
formation of the branch lengths (Grafen 1989; Garland et al.
1992; Dı́az-Uriarte and Garland 1996, 1998; Martins et al.
2002). Transformation of branch lengths will also affect the
interpretation of parameters estimated from comparative data,
including the degree of phylogenetic signal and the form of
the relationship between traits (e.g., see Gittleman and Kot
1990; Martins 1996; Garland et al. 1999). Therefore, we also
review various ways of transforming branch lengths. Finally,
we apply all of our proposed procedures to empirical ex-
amples taken from the literature. We ask how common sig-
nificant phylogenetic signal really is, compare the amount of
phylogenetic signal among different types of traits, and com-

pare results of the randomization and branch-length-trans-
formation tests for signal.

A RANDOMIZATION TEST FOR PHYLOGENETIC SIGNAL

A randomization procedure can be used to test whether a
given set of comparative data exhibit a significant tendency
for related species to resemble each other. This test makes
no assumption about the model of evolution that produced
the data observed at the tips (terminal nodes) of the phylog-
eny, except to the extent that (possibly arbitrary) branch
lengths are used in the calculations and they imply something
about how much variance in character evolution occurs be-
tween nodes (e.g., Felsenstein 1985; Dı́az-Uriarte and Gar-
land 1996, 1998).

The basic idea is to ask whether a given tree (topology
and branch lengths) better fits a set of tip data as compared
with the fit obtained when the data have been randomly per-
muted across the tips of the tree, thus destroying any phy-
logenetic signal that may have existed. The test can be im-
plemented via a GLS approach (Grafen 1989; Martins and
Hansen 1997; Garland et al. 1999; Pagel 1999; Butler et al.
2000; Garland and Ives 2000; Rohlf 2001), for which we have
written the MatLab program PHYSIG.M (see Appendix 1; this
and other programs are available at http://www.biology.ucr.
edu/faculty/Garland/PHYSIG.html). Alternatively, it can be
implemented via phylogenetically independent contrasts, for
which existing modules of our Phenotypic Diversity Analysis
Program (PDAP: http://www.biology.ucr.edu/faculty/Garland/
PDAP.html) can be used.

With independent contrasts, the method works as follows.
For a given set of real data, one computes standardized phy-
logenetically independent contrasts in the usual way (Fel-
senstein 1985; Garland et al. 1992; Purvis and Garland 1993).
The variance of the contrasts is then computed as an index
of how well the tree fits the data. If related species tend to
have similar values for a given trait (i.e., they exhibit phy-
logenetic signal), then the variance of contrasts will tend to
be low. To determine whether the observed phylogenetic sig-
nal is statistically significant, the variance of contrasts for
the real data can be compared with the values obtained after
the data have been permuted randomly across the tips of the
tree without regard to phylogenetic relationships. If, say, 95%
of the permuted datasets show variances of contrasts that are
greater than that for the data in their correct positions, then
we reject the null hypothesis of no phylogenetic signal. This
would be appropriate for a one-tailed test. The test can also
detect cases for which the resemblance of relatives is actually
lower than expected (which we might term phylogenetic
‘‘antisignal’’). Here, the permuted data would have lower
variances than for the data in their original, correct positions
on the tree. The procedure for computing the test with PDAP
modules (Garland et al. 1999; Garland and Ives 2000; La-
pointe and Garland 2001) is described in its accompanying
documentation (PDIMSTRW.DOC). In GLS mode, the mean
squared error (MSE) is used as the test statistic, rather than
the variance of contrasts, but the test is performed in exactly
the same fashion as described above and the results will be
identical (following from the results in Appendices 4 and 5).
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TYPE I ERROR RATE AND POWER OF THE

RANDOMIZATION TEST

To calculate the approximate Type I error rate of our pro-
posed randomization test for phylogenetic signal, we simu-
lated 1000 datasets under the Brownian motion assumption
(PDSIMUL of Garland et al. 1993), using a star phylogeny
(contemporaneous tips) with 32 species (one large polytomy
with equal branch lengths). For these datasets, species have
no relatives that are closer than any other, and hence no
phylogenetic signal can exist. Therefore, under the null hy-
pothesis and holding a at 0.05, 5% of the simulated datasets
should appear to exhibit significant phylogenetic signal when
analyzed on any given hierarchical phylogenetic tree. Thus,
for each of the simulated datasets, we used PHYSIGER.M
to conduct the randomization test as described above (but
using only 100 permutations for each of the 1000 simulated
datasets), using three different hierarchical trees: a symmet-
rical tree with contemporaneous tip heights, a ladder-shaped
(pectinate) phylogeny with contemporaneous tip heights, and
a ladder-shaped tree with all branch lengths set equal to one.
In each case, we calculated how many of the 1000 simulated
datasets appeared to show significant phylogenetic signal
(i.e., 95 or more of the permuted datasets showed greater
variance than for the data in their original positions on the
tree), resulting in a one-tailed estimate for the Type I error
rate. In future studies, it would be of interest to examine the
effects of different evolutionary models on Type I error rates,
as well as power to detect phylogenetic signal.

We expected the power (1 2 Type II error rate) of the
randomization test to depend on both tree size and shape.
Therefore, we considered the same three tree shapes as de-
scribed in the previous paragraph. For the symmetrical trees,
we used sample sizes of eight, 16, 32, and 64 species. For
the ladder-shaped trees, we used those sizes plus 12, 24, and
48. For each tree, we simulated 100 datasets under Brownian
motion. For each of the 100 simulated datasets, we used
PHYSIGER.M (with 100 permutations) to determine the pro-
portion for which we rejected the null hypothesis (for a 5
0.05) of no phylogenetic signal. Given that the null hypoth-
esis was indeed false in all cases (i.e., the simulations were
produced on a hierarchical tree), this proportion is an estimate
of the power of the test.

For very small trees, there are few distinct possible per-
mutations of the data. For example, on a symmetrical tree
with four tips, the data can only be permuted in, at most
(assuming all values are unique), three ways that yield dis-
tinct values of MSE. Thus, it is simply not possible to get a
statistically significant result (i.e., detect phylogenetic signal
at P , 0.05) with a four-tipped tree. The number of possible
distinct MSE categories depends on tree topology in addition
to size and on the number of unique tip values. Therefore,
when analyzing real data with small trees (e.g., N , 7), the
user should check the histogram of MSE values for the per-
muted data that is provided by PHYSIG.M and make sure
that it is possible to detect a signal at P , 0.05.

All else being equal, one would expect that character evo-
lution along a strongly hierarchical tree would lead to a great-
er degree of phylogenetic signal than would be the case for
evolution along a tree that was more starlike in shape (i.e.,

a rapid radiation involving multiple, nearly simultaneous spe-
ciation events, followed by a relatively long period of in-
dependent evolution leading to the tip species). To examine
the effect of such variation in tree shape, we used a phylogeny
of 49 Carnivora and ungulates as a starter tree (from fig. 1
of Garland et al. 1993). We then transformed that tree using
the OU transformation (which can mimic stabilizing selec-
tion; see below), with parameter values of 1.005, 1.0, 0.95,
0.9, 0.8, 0.7, 0.6, 0.5, 0.4, and 0.2, the latter six values pro-
ducing successively more starlike versions of the starter tree
(Fig. 1 shows some examples). We then proceeded as before,
simulating 100 datasets under the Brownian motion model
for each of the seven trees, and conducting the randomization
test on each dataset, with 100 permutations for each test.

Type I error rates for the randomization test were close or
equal to the nominal value of 0.05 (0.048 for the symmetrical
tree, 0.050 for the ladder-shaped tree, 0.051 for the ladder-
shaped tree with all branch lengths equal to one). Power
increases dramatically with sample size, with a value of 0.8
reached at approximately 17–20 species (Fig. 2). Power also
varies somewhat with tree topology and/or branch lengths:
both symmetrical trees and ladders with equal branch lengths
tend to show slightly higher power at all sample sizes. Fi-
nally, as expected, transformation of the 49-species tree to
be less hierarchical (Fig. 1) reduced power to detect phylo-
genetic signal (Fig. 3).

EMPIRICAL EXAMPLES OF TESTING FOR

PHYLOGENETIC SIGNAL

For this initial application of our proposed randomization
test for phylogenetic signal (and methods of branch-length
transformation as discussed below), we did not do an ex-
haustive survey of published phylogenetically based com-
parative studies, but we did endeavor to include a wide range
of organisms and trait types. We favored studies that have
used PDAP (Garland et al. 1993, 1999; Garland and Ives
2000) simply because we were often able to obtain the orig-
inal input files from the original authors, hence expediting
our analyses and reducing the possibility of introducing errors
when re-entering data. In some studies that presented data
on multiple traits, some of the traits were redundant (e.g.,
multiple measures of body size), so we sometimes analyzed
only a subset of the traits presented. For simplicity, we used
the topology and branch lengths as reported in the original
paper and did not try to either update phylogenetic infor-
mation or transform branch lengths (see below).

In total, we analyzed 119 traits that were associated with
34 different phylogenies; sample size ranged from six to 254
(Appendix 6). Datasets included organisms that ranged wide-
ly in phylogenetic position and scope, including plants, ver-
tebrates, mammals, birds, lizards, salamanders, fish, and Dro-
sophila. For traits that varied closely with body size, we
computed size-corrected values as follows. First, we log-
transformed the trait as well as the measure of size (mass or
snout-vent length). Second, we computed standardized phy-
logenetically independent contrasts for both traits. Third, we
computed a least-squares linear regression through the origin
for the contrasts and noted the slope, b (allometric exponent).



721PHYLOGENETIC SIGNAL

FIG. 1. Examples of the phylogenies used for simulations to il-
lustrate the effect on statistical power of relative starness. Top is
phylogeny with branch lengths proportional to estimated divergence
times for 49 species of Carnivora and ungulates (fig. 1 of Garland
et al. 1993). Middle is the same tree but transformed with a value
of d 5 0.7, where d is the restraining parameter in the Ornstein-
Uhlenbeck transformation (see text and Appendix 2). Bottom is tree
with d 5 0.2. Simulations were conducted on trees with d 5 1.005
(making it more hierarchical), 1.0 (original tree), 0.95, 0.9, 0.8, 0.7,
0.6, 0.5, 0.4, and 0.2 (see Fig. 3 for results).

FIG. 2. Relationship between statistical power of the permutation
test for detecting phylogenetic signal and sample size (number of
species in the tree) as well as tree shape. Irrespective of tree shape,
power is good ($0.8) when sample size is greater than about 20
species. As a heuristic, a smoothed line is fitted to the data for the
ladder-shaped tree.

FIG. 3. Power of the permutation test in relation to tree starness.
d is the restraining parameter in the Ornstein-Uhlenbeck transfor-
mation; d 5 1.005 makes the tree more hierarchical, d 5 1 represents
the original tree, as shown in the top of Figure 1, and successively
smaller values of d represent increasing starness. (A d-value of zero
would yield a star phylogeny, i.e., a single polytomy with equal
branch lengths.) As a heuristic, a smoothed line is fitted to the data.

Finally, we computed size-corrected values for the original
trait (not contrasts) as: log[trait/(sizeb)].

As expected from the power simulations, whether a trait
showed significant (P , 0.05) phylogenetic signal was
strongly related to the number of species included in the
study: 92% (49 of 53) of the traits with sample sizes greater

than 20 showed signal, whereas signal was detected for only
41% (27 of 66) of the traits with N less than 20 (Appendix
6). For N . 20, the four traits that did not show significant
phylogenetic signal were: log (male/female) body mass of
101 genera of bats (P 5 0.089; Nee’s arbitrary branch lengths,
Hutcheon 2001), log mass-corrected maximal metabolic rate
of 47 birds (P 5 0.260; DNA hybridization branch lengths,
Rezende et al. 2002), rhytidome allometric coefficient of 32
Pinus spp. (P 5 0.090; all 5 1, Jackson et al. 1999), and log
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FIG. 4. Example in which significant phylogenetic signal is de-
tected for one trait but not for another. (A) Preferred body tem-
perature of some Australian skinks (P , 0.001, K 5 0.453). (B)
Optimal body temperature for sprinting (P 5 0.167, K 5 0.101).
Data and tree are from Huey and Bennett (1987) and Garland et
al. (1991), respectively.

of mass-corrected group size of 28 macropod marsupials (P
5 0.161; all 5 1, Fisher and Owens 2000). Importantly,
irrespective of sample size, we found no case in which the
permuted data showed significantly less variance (P . 0.95)
than the real data, that is, no case in which the data showed
what might be termed ‘‘antisignal.’’

Figure 4 shows an example in which phylogenetic signal
is detected for one trait but not another within a given study.
Data on body temperatures of Australian skinks are plotted
above their corresponding phylogeny (as used in a published
comparative analysis by Garland et al. 1991). For preferred
body temperature, close relatives tend to be similar: phylo-
genetic signal is detected (P , 0.001). For the optimal tem-
perature for sprinting, however, relatives are not significantly
more similar than if placed randomly on the tree (P 5 0.167).

QUANTIFYING PHYLOGENETIC SIGNAL

The randomization test described above provides a method
whereby the degree of resemblance among relatives can be
distinguished from random. Here, we derive a descriptive
statistic that indicates the strength of phylogenetic signal, as

compared with an analytical expectation based only on the
tree structure (topology and branch lengths) and assuming
Brownian motion character evolution.

A statistic to quantify phylogenetic signal begins with the
ratio of the mean squared error of the tip data, measured from
the phylogenetically correct mean (MSE0), divided by the
mean squared error of the data calculated using the variance-
covariance matrix derived from the candidate tree (MSE). If
the candidate tree accurately describes the variance-covari-
ance pattern observed in the data, then the value of MSE will
be relatively small, leading to a large value of MSE0/MSE.
Conversely, if there is little covariance within the tip data
that is explained by the candidate tree, then MSE0 will be
relatively small, leading to a smaller value of MSE0/MSE.
Thus, high values of MSE0/MSE imply more phylogenetic
signal. MSE0 is calculated simply as:

(X 2 â)9(X 2 â)
MSE 5 , (1)0 n 2 1

where â is the estimate of the phylogenetically correct mean
(equal to the estimated trait value at the root node of the tree;
e.g., see Garland et al. 1999) and X is the data vector con-
taining n values. MSE is calculated as:

(U 2 â)9(U 2 â)
MSE 5 , (2)

n 2 1

where U 5 DX is the transformed X vector obtained from
the generalized least-squares procedure. The matrix D sat-
isfies the equation: DVD9 5 I, where V is the variance-
covariance matrix and I is the identity matrix (Garland et al.
1999).

The ratio MSE0/MSE is calculated from the data, and al-
though relatively large values imply more phylogenetic sig-
nal, values of MSE0/MSE from different phylogenetic trees
are not directly comparable. For such comparisons, however,
it is possible to scale the value of MSE0/MSE by that value
that is predicted under the assumption of Brownian motion
evolution along the specified tree. Specifically, the expected
ratio under Brownian motion is:

MSE 1 n0 5 trV 2 , (3)
211 21 2MSE n 2 1 SSV

where trV is the trace (sum of diagonal elements) of V, and
SSV21 is the sum of all elements of the inverse matrix of
V. Note that it is not possible to extract separately the nu-
merator and denominator of this expectation. The expected
MSE0/MSE is a useful descriptor of how hierarchical a given
tree is, with larger values corresponding to greater degrees
of hierarchy.

Figure 5 shows that, for the 35 trees represented in Ap-
pendix 6, the expected MSE0/MSE varies widely and also
shows a positive dependence on tree size. For several trees,
the expected MSE0/MSE is rather far above or below the
general trend, and consideration of their branch lengths
makes it apparent why. For example, the largest tree in our
sample, with 254 species, is for birds (Reynolds and Lee
1996) and is based primarily on the DNA hybridization phy-
logeny of Sibley and Ahlquist (1990). Many bifurcations oc-
cur near the base (root), leading to many long branches (this
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FIG. 5. Effect of tree size on expected amount of phylogenetic
signal (expected MSE0/MSE) for 35 phylogenetic trees used in pub-
lished comparative studies. Note the strong positive effect of tree
size and that some values deviate from the general trend because
of unusual branch lengths (see text for discussion).

tree is shown in fig. 5A of Garland and Ives 2000) and hence
relatively less expected phylogenetic resemblance (MSE0/
MSE 5 3.54) than would be the case for a tree of equal size
but heights of nodes more uniformly distributed between the
root and the top of the tree. The same tree with Pagel’s (1992)
arbitrary branch lengths yields a value of 6.37, with Grafen’s
(1989) arbitrary branch lengths the value is 30.69, and with
all branch lengths set equal to one the value is 6.29. Also
consider two trees above the general trend. The tree with N
5 12 (estimated divergence times, as shown in Fig. 4) has
few long, internal branches and many short branches at or
near the top of the tree, yielding an expected MSE0/MSE of
4.95. With Grafen’s arbitrary branch lengths the value is 2.00,
with Pagel’s arbitrary the value is 1.47, and for all branch
lengths set equal to one the value is 1.50. Perry and Garland
(2002; N 5 108) used Grafen’s arbitrary branch lengths,
which tend to result in long branches at the base of the tree,
yielding an expected MSE0/MSE of 10.20. Expected MSE0/
MSE using Pagel’s (1992) branch lengths is 4.60, more in
line with the general trend (with all branch lengths equal to
one, MSE0/MSE 5 3.54).

Given that the expected value of MSE0/MSE depends on
tree size and shape, it is natural to scale the observed MSE0/
MSE ratio by the expected ratio, thus allowing comparisons
of traits regardless of tree characteristics. Therefore, we used
the following statistic,

MSE MSE0 0K 5 observed expected . (4)@MSE MSE

A K less than one implies that relatives resemble each other
less than expected under Brownian motion evolution along
the candidate tree. This could be caused by either departure
from Brownian motion evolution, such as adaptive evolution
that is uncorrelated with the phylogeny (i.e., homoplasy), or
‘‘measurement error’’ in the broad sense (see Discussion).
A K greater than one implies that close relatives are more
similar than expected under Brownian motion evolution.

An alternative to K involves the ratio MSE*/MSE, where
MSE* is calculated from the observed data on a star phy-
logeny with contemporaneous tips:

(X 2 ā)9(X 2 ā)
MSE* 5 , (5)

n 2 1

where ā is the estimate of the mean of the raw data X, rather
than the phylogenetically correct mean â as used in the cal-
culation of MSE0. The ratio MSE*/MSE has the expected
value under the assumption of Brownian motion of:

MSE* 1 SSV
5 trV 2 . (6)1 21 2MSE n 2 1 n

Dividing observed by expected values yields a statistic that
we term K*. Here, we only present results for K, which we
feel has greater heuristic value. However, K and K* are highly
correlated, so results using the latter would be similar.

EMPIRICAL EXAMPLES OF QUANTIFYING

PHYLOGENETIC SIGNAL

We considered the same set of traits and trees as above,
plus one study involving only four species of birds (which
is too few species for the randomization test). Hence, the
total number of traits was 121, from 35 trees (Appendix 6).
Considering all of these datasets, K ranged from 0.084 for
the duration of head bobs in Cyclura lizards (a behavioral
trait; Martins and Lamont 1998) to 4.02 for body mass of
female macropod marsupials (Fisher and Owens 2000). As
above in the analysis using the randomization test for signal,
we used the topology and branch lengths as reported in the
original paper and did not transform branch lengths. As
shown in Figure 6, K does not vary in relation to tree size,
but K is less than one for most traits, indicating a general
tendency for less signal than expected under Brownian mo-
tion along the specified tree.

To compare the amount of phylogenetic signal across traits
of different types, we categorized them as adult body size,
life history, morphological, physiological, behavioral, or eco-
logical. Categorizing traits is not always straightforward (see
also Gittleman et al. 1996a; Stirling et al. 2002), and we view
the following analyses primarily as a heuristic. We would
encourage others to perform similar analyses with larger and
more comprehensive datasets and alternative categorization
schemes. Adult body size (N 5 24) was treated as a separate
category because it has sometimes been viewed as a mor-
phological trait, yet is often highly correlated with various
life-history and physiological traits (Calder 1984; Roff 1992;
Gittleman et al. 1996a), and is the end result of the onto-
genetic growth trajectory, which would usually be considered
a life-history trait. Our morphological category (N 5 35)
included such traits as size-corrected limb length, bill length,
brain size, testes mass, and sperm length, as well as individual
leaf area and petiole length. Life-history traits (N 5 20) in-
cluded age at maturity, length of nestling period, adult mor-
tality, clutch size, log male/female body size (an index of
sexual dimorphism), seedling height, and seed size and vi-
ability. Physiological traits (N 5 21) included metabolic
rates, maximal sprint speed, stride frequency, critical thermal
minimum and maximum, and enzyme activities. Behavioral
traits (N 5 17) included daily movement distance, prey size,
display characteristics, and preferred body temperature. Only
four traits were in our ecological category: seasonality of
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FIG. 6. Empirical relationship between tree size (number of species) and K, a statistic that indicates the amount of phylogenetic signal
observed in a set of comparative data divided by the amount expected under Brownian motion character evolution along the specified
tree topology and branch lengths. Most traits show less signal than expected, that is, K less than one. Analysis of covariance indicates
that log K does not vary systematically with log tree size but does differ significantly among trait types (see text).
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environments of 52 Carnivora (coefficient of variation of ac-
tual evapotranspiration averaged across year and across geo-
graphic range; K 5 0.17, Ferguson and Lariviere 2002), rain-
fall in habitats of 28 macropods (corrected for correlation
with body mass; K 5 1.10, Fisher and Owens 2000), mean
annual temperature in the waters of 15 Fundulus fish (K 5
0.32, Pierce and Crawford 1997), latitude of ranges of 15
Drosophila (K 5 0.73, Gibert and Huey 2001). (The datasets
analyzed by Freckleton et al. [2002] include a large number
of ecological traits.)

After exclusion of the four traits in the ecological category
owing to small sample size, data were analyzed by a con-
ventional one-way ANOVA, following log transformation to
homogenize variances. The datasets included clearly do not
meet the assumption of independence—some of them include
the same taxa and even some of the same species—but we
could not envision any simple way to deal with the situation.
In any case, as noted above, we present the analyses primarily
as a heuristic.

Trait categories differed significantly in mean log10K-value
(F 5 4.97, df 5 4, 112, P 5 0.0010). Levene’s test indicated
no significant difference in variance among categories (two-
tailed P 5 0.266). Based on Duncan’s multiple range com-
parison (P 5 0.05, and using harmonic mean cell sample size
of 22.0575), behavioral traits showed significantly lower
log10 K than did the other four types of traits. In addition,
physiological traits showed lower log10 K than did body size.
Mean values (95% CI) for log10 K were: body size 20.08
(20.20, 0.03); morphology 20.15 (20.23, 20.07); life his-
tory 20.20 (20.35, 20.05); physiology 20.27 (20.39,
20.14); and behavior 20.45 (20.63, 20.27). To verify that
log10 K was uncorrelated with tree size, we repeated the anal-
ysis as an ANCOVA and found that log10 tree size was not
a significant covariate (F 5 1.88, df 5 1, 111, P 5 0.173),
whereas trait type remained highly significant (F 5 5.22, df
5 4, 111, P 5 0.001).

We were concerned that the finding of lower K-values for
behavioral traits could be misleading if most of the behavioral
traits were from a small number of studies. That is not the
case, however, as 10 studies included behavioral traits (see
Appendix 6, Fig. 6). Five of the 17 behavioral traits were
from a single study of nine lizards (Martins and Lamont
1998). One of these traits exhibited the lowest K of any trait
that we examined (K 5 0.08), but the other four traits ex-
hibited K-values that were not unusual (range 5 0.32–0.79;
Appendix 6, Fig. 6). Therefore, we do not think that our
results are biased by particular studies. Nevertheless, another
way to compare traits is to consider only studies that include
multiple types of traits. Given that the ANOVA indicated
behavioral traits to have lower levels of phylogenetic signal
as compared with other traits, it was of interest to examine
those studies that included both behavioral and other traits.
Unfortunately, this amounted to only seven of the 35 studies
listed in Appendix 6. Averaging values within categories for
the seven studies yielded: 108 lizards, behavior 5 0.11, body
size 5 0.20; 75 antelope, behavior 5 0.50, body size 5 1.23;
49 Carnivora 1 ungulates, behavior 5 0.58, body size 5
0.57; 28 macropod marsupials, behavior 5 0.49, mean of two
other traits 5 3.84 (one ecological trait excluded, as in overall
ANOVA described above); 26 hystricognath rodents, mean

of two behavior traits 5 0.90, body size 5 1.03; 27 swallows,
behavior 5 0.26, mean of three other traits 5 0.27; and 12
skinks, behavior 5 0.45, mean of three physiological traits
5 0.29. Thus, for this subsample of studies, behavioral traits
still tend to exhibit lower K, but a paired t-test of the loga-
rithms of these seven values indicates no statistical difference
(t 5 1.488, two-tailed P 5 0.187). We suspect that this lack
of significance reflects mainly a lack of power caused by
small sample size.

PROBABILITY OF DETECTING SIGNAL DEPENDS ON BOTH

N AND K

Whether phylogenetic signal, as judged by the randomi-
zation test, is detected for a given trait would be predicted
to depend on both sample size (number of species) and the
amount of signal for that trait. Therefore, as a heuristic, we
performed a multiple regression of log (P-value 1 1) on log
N and log K. The overall model was highly significant (mul-
tiple r2 5 0.40, F 5 38.0, df 5 2,116, P , 0.0001) and both
independent variables were significant negative predictors
(log N: F 5 44.6, P , 0.0001; log K: F 5 36.9, P , 0.0001;
the correlation between log N and log K was 20.074). (The
log-transformed P-values exhibit a nonnormal and truncated
distribution, because only 1000 permutations were used to
generate them, but nonetheless residuals did not deviate ex-
cessively from normality.)

STATISTICAL AND BIOLOGICAL APPROACHES TO

BRANCH-LENGTH TRANSFORMATIONS

As noted in the introduction, branch lengths are an integral
part of comparative analyses, including the proposed ran-
domization test for phylogenetic signal and the descriptive
K-statistic. Moreover, certain branch-length transformations
can allow an alternative test of signal by comparing fits to
data on a series that includes a star as one end of the con-
tinuum (e.g., Grafen 1989; next section). The choice of
branch lengths for phylogenetically based statistical analysis
involves several issues, including: (1) the type of starter
branch lengths employed (e.g., whether they are arbitrary or
based on data); (2) types of transformations to be considered;
and (3) the inferences that may or may not be appropriately
drawn from analyses that employ a given type of branch
length and/or transformation. Ideally, branch lengths may be
derived from data, such as genetic distances or estimates of
divergence times derived from the fossil record. Many com-
parative analyses, however, have employed arbitrary branch
lengths, such as setting all segments equal to one or aligning
tip species at the top of the tree and setting the depths of
internal nodes by an arbitrary algorithm (Grafen 1989; Pagel
1992; S. Nee cited in Purvis 1995). Typically, this is done
because real branch lengths are unavailable, but some work-
ers actually seem to prefer arbitrary branch lengths (espe-
cially all equal to one) as somehow making fewer assump-
tions about the data or analysis. Whatever the reason, ap-
proximately one-third of the studies that we have analyzed
employed arbitrary branch lengths (13 of 35 trees, 55 of 121
traits).

However starter branch lengths are obtained, they should
be checked for statistical adequacy based on one or more
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diagnostics (Grafen 1989; Garland et al. 1991, 1992; Purvis
and Rambaut 1995; Dı́az-Uriarte and Garland 1996, 1998;
Reynolds and Lee 1996; Garland and Dı́az-Uriarte 1999; Har-
vey and Rambaut 2000). If they fail these diagnostics, then
transformations of the branch lengths (or of the tip data) may
be employed as a remedial measure. Most commonly, the
type of branch-length transformation used has been chosen
arbitrarily and from a purely statistical perspective. Examples
include log transformation, raising all branches to a power,
and setting all branches equal to one (equivalent to raising
branch lengths to a power of zero). In addition, branch lengths
may be transformed proportional to the estimated relative
amount of evolution (character variance) that has occurred
above and below them on the tree, using Grafen’s (1989) r
(see also Pagel 1994, 1999). Branch lengths may also be
transformed by extending only the terminal branches, which
may be appropriate in the presence of measurement error in
the tip data (T. Garland and A. R. Ives, unpubl. data). Finally,
all branch segments between internal nodes may be collapsed
to zero and branches leading to tip species (terminal taxa)
set to be equal in length, thus enforcing a star topology on
the tree. This can be viewed as one end of the continuum of
possible transformations, one which is appropriate under the
assumption that all traits evolved independently from a com-
mon ancestor, as is implicit when conventional statistical
methods are applied to comparative data (e.g., see Grafen
1989; Purvis and Garland 1993; Garland et al. 1999). Note
also that if the tips of the beginning phylogenetic tree are
contemporaneous, then using Grafen’s (1989) transformation
with r 5 0 also results in a star phylogeny.

Alternatively, if branch lengths are viewed as entities that
may contain important biological information in their own
right, then transformations of branch lengths according to
some explicit model of evolution and estimation of the pa-
rameters in the model may provide useful information about
underlying evolutionary processes (Martins 1994; Mooers et
al. 1999; Martins et al. 2002). (Of course, this argument has
greatest weight if the starter branch lengths are real rather
than arbitrary.) To date, only one biologically motivated
transformation has been suggested, the Ornstein-Uhlenbeck
(OU) process, which has been proposed as a model of sta-
bilizing selection (Felsenstein 1988; Garland et al. 1993;
Hansen and Martins 1996; Martins et al. 2002). Testing for
significance of the parameter associated with the OU model
can thus be viewed as a test for stabilizing selection (Martins
1994). Very strong stabilizing selection can obliterate the
effects of history such that phylogenetic signal disappears;
accordingly, one end of the continuum of an OU transfor-
mation results in a star phylogeny. Similarly, as we show
here, a transformation can be developed that models the ac-
celeration or deceleration of Brownian motion evolution from
the root to the tips of the tree (hereafter ACDC). Rapidly
accelerating rates of evolution can also erase the effects of
descent with modification, and again one end of the ACDC
transformation results in a phylogeny that is virtually a star
(very little hierarchical structure).

Even if branch lengths and transformations of them are
arbitrary, biological inferences can sometimes still be made,
provided traits are compared with respect to the same set(s)
of branch lengths. For example, if multiple traits are consid-

ered, then trait-specific differences in the rate of evolution
between two clades may be apparent (e.g., Clobert et al.
1998), although it may not be clear which clade is evolving
relatively faster. Along these lines, Pagel (1999) and Freck-
leton et al. (2002) employ a transformation parameter (l) that
is not based on an explicit model of evolution, but they argue
that various biological interpretations may nonetheless be
possible when the estimate differs significantly from unity.
It is also possible to estimate the length of each branch seg-
ment from the tip data themselves (Garland et al. 1992, 1999),
and Mooers et al. (1999) used an ML approach that allowed
them to draw biological inferences in comparisons of dif-
ferent types of traits.

Whatever type of starter branch lengths are used and what-
ever types of transformations one is willing to consider, the
decision as to whether a transformation should actually be
applied is not always clear-cut. The problem can be described
as a continuum between two philosophies. At one end is the
perspective that transformations should always be applied to
satisfy assumptions of the ensuing statistical test as closely
as possible. At the other end of the continuum is the idea
that transformations should only be performed when abso-
lutely necessary, for example, when diagnostics show statis-
tically significant problems; minor departures from the as-
sumptions of ensuing statistical tests can be ignored because
most are robust to at least some departure from their as-
sumptions (see discussion in Dı́az-Uriarte and Garland 1996).

TRANSFORMATION OF BRANCH LENGTHS UNDER

EVOLUTIONARY MODELS

The OU model describes the motion of a species in the
phenotypic space whereby the species moves randomly with-
in the space, but is influenced by a central tendency such that
large deviations from the central optimum receive a stronger
force back toward the optimum (Felsenstein 1988; Garland
et al. 1993; Martins 1994; Hansen and Martins 1996; Butler
et al. 2000; Martins et al. 2002). We implement a simple
version of the OU process, in which the covariance relationship
among the characters can be represented by the formulae:

2(t 1t )ij i1 2 d 2V{X } 5 s and (7a)i g21 2 d
2t ij1 2 d

t 1t 2i jcov{X , X } 5 d s , (7b)i j g21 2 d

where denotes the rate of evolutionary divergence through2sg

time, and d governs the strength of the central tendency of
the OU process, with d 5 1 corresponding to Brownian mo-
tion evolution and lower values of d giving stronger stabi-
lizing selection to a central mean for all species. The node-
to-tip branch length for species i is denoted ti, and tij denotes
the shared branch length between tips i and j. The resulting
trait values from this OU process follow a multivariate nor-
mal distribution with covariance matrix V given by equation
(7a). The derivation of these expressions given in Appendix
2 is comparable to that presented in the appendix of Hansen
(1997) and to simulations under PDSIMUL (Garland et al.
1993; see PDINSTRW.DOC).

The ACDC model is new. It describes evolution that either
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increases (accelerates, AC) or decreases (decelerates, DC) in
rate over time. The covariance relationship among the char-
acters can be represented by the formulae:

2(t 1t )i ij1 2 g 2V{X } 5 s and (8a)i g211 2 g

2t ij1 2 g 2cov{X , X } 5 s , (8b)i j g211 2 g

where g is the overall rate of acceleration (g less than one)
or deceleration (g greater than one), and other variables are
as for the OU model (Appendix 3). The resulting distribution
of trait values is multivariate normal with covariance matrix
V given by by equation (8a).

The OU and ACDC parameters, d and g, can be estimated
using ML in GLS mode (PHYSIGOU.M, PHYSIGACDC.M),
and Appendix 4 demonstrates that the ML estimates are also
the estimated generalized least-squares estimates. These pa-
rameters can also be estimated using independent contrasts,
as described in Appendix 5.

Single-parameter transformations, such as OU and ACDC,
can provide information about the degree of phylogenetic
structure in the data, by direct inspection of the estimates of
the OU and/or ACDC parameters. For example, the OU trans-
formation has one parameter (d). When d* 5 1, the original
candidate tree best fits the data (the asterisk refers to the ML
estimate of the parameter). When d* is between zero and one,
the data show less structure than would be expected from the
original candidate topology and branch lengths (e.g., see Fig.
1). For d* greater than one, the data show more structure
than expected, given the original tree (as is also true for the
l of Pagel 1999; Freckleton et al. 2002). When d* 5 0, the
best-fitting tree is estimated to be a star phylogeny. The
ACDC transformation also has one parameter (g), and inter-
pretation is similar. When g* is less than one, the transformed
tree is more starlike than the original candidate. Unlike d, g
can never equal zero; however, very small values of g (for
estimation in MatLab, the smallest possible value of g is
2.225073858507201 3 102308) can yield matrices that are
virtually the identity matrix (e.g., mathematically indistin-
guishable in terms of MSE), and limits on numerical precision
in some programs may cause rounding or truncation that leads
to an identity matrix. A g* greater than one yields a tree that
is more hierarchical than the original candidate tree.

A test of whether d is significantly different from zero
provides information that is somewhat similar to our pro-
posed randomization test for phylogenetic signal (see above),
but different in an important way. If the best estimate of d
for a given dataset is zero, then a star phylogeny better fits
the data than does the original candidate tree or any OU
transformations of it. The randomization test attempts to de-
tect resemblance among relatives, but does not actually com-
pare the candidate tree with a star. Nevertheless, results of
the two procedures would be expected to be correlated (at
least for trees with N $ 20): if no phylogenetic signal is
detected, then we would probably estimate an optimal d that
is close to zero. The same would be true for g, the ACDC
transformation parameter, except g can never equal exactly
zero.

To examine the effect of tree size on the estimation of d

and g, we simulated data (PDSIMUL) under Brownian mo-
tion along three sets of trees with four, eight, 16, and 32 tips:
symmetrical with contemporaneous tip heights, ladder-
shaped (pectinate) with contemporaneous tip heights, and
ladder-shaped with all branch lengths set equal to one. We
did 100 simulations for each of the 12 trees. We then cal-
culated d and g for each simulated tree (using our program
PHYSIGDG.M) and plotted the frequency distribution for
each statistic at each sample size. As shown in Figure 7,
sampling distributions for d and g were not normal and con-
tain many values that are at (d) or near (g) zero, particularly
at small sample sizes. Thus, d and g cannot be estimated
reliably for trees of fewer than about 20 tips.

The highly nonnormal distributions for estimates of d and
g are problematic for construction of traditional confidence
intervals. Therefore, we devised a randomization procedure
to determine whether the given set of real data could have
produced a d- or g-value as much greater than zero as that
observed, if there were actually no phylogenetic signal in the
data (PHYSIGOU.M, PHYSIGACDC.M). First, we calcu-
lated the observed d (or g) for the original tree and data.
Second, data were permuted equiprobably across the tips of
the tree (1000 times), and then the ML estimate of the pa-
rameter d (or g) was calculated for each permuted dataset,
along with the corresponding MSE. The number of cases for
which MSE of the permuted data was greater than the value
for the original data in their correct positions was tallied. If
many cases (e.g., 95%) were found for which the MSEs for
permuted data were greater than the MSE for the real data,
then the hypothesis that d is zero could be rejected. Inter-
pretation is similar for estimation of g (the ACDC parameter),
except that, as noted above, g can never actually take on a
value of zero.

Freckleton et al. (2002) recently presented an approach to
testing for phylogenetic signal that is similar to that just
described. Their analysis is based on Pagel’s (1999) l, which
is a parameter multiplied to each of the off-diagonal elements
of the variance-covariance matrix V. Although l is not as-
sociated with an explicit model of evolution, it is nonetheless
a straightforward way to decrement the candidate phyloge-
netic structure of the data by uniformly decrementing all
covariances. Thus, when l 5 0, the tree has a single polytomy
at the basal node for all species, whereas when l 5 1 the
original candidate tree is recovered. Statistical tests for phy-
logenetic signal are performed under the null hypothesis that
l 5 0, and tests for less signal than the candidate tree are
performed under the null hypothesis that l 5 1. As we do
for d and g of the OU and ACDC processes, Freckleton et
al. (2002) estimate the best-fitting l using ML. In contrast
to our use of randomization tests for statistical inference (ob-
taining P-values), Freckleton et al. (2002) use a log-likeli-
hood ratio test. We prefer randomization tests, because log-
likelihood ratio tests are only asymptotically valid, and for
small sample sizes (where, unfortunately, what is meant by
small depends on the structure of the data, but is generally
fewer than 30) log-likelihood ratio tests can give noticeably
imprecise P-values.

We can also test the null hypothesis that d (or g) 5 1 (i.e.,
that the original candidate tree adequately fits the data). For
this, we devised another randomization procedure. For any
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FIG. 7. Distribution of estimated Ornstein-Uhlenbeck (OU; d) or acceleration-deceleration (ACDC; g) branch-length transformation
parameters in relation to tree size for a ladder-shaped (pectinate) tree with four, eight, 16, or 32 tips. Data were simulated under simple
Brownian motion (PDSIMUL.EXE; see Garland et al. 1993). For all panels, N 5 100, and values of d or g greater than 1.4 are placed
into a single bin. Results were similar for ladder-shaped trees with all branch lengths set equal and for symmetrical trees with contem-
poraneous tips (results not shown). Estimation of d and g is unstable for smaller trees, so we recommend relying on these types of
branch-length transformations only for trees with about 20 or more species.

value of d, the fit of the OU model can be judged by ex-
amining the MSE. To test the null hypothesis that d 5 1, one
can calculate the difference between the MSE when d 5 1,
denoted MSEd51, and the MSE under the ML estimate of d,
denoted MSEd5dML. The difference MSEd51 2 MSEd5dML
measures the decrease in MSE (and hence the degree of fit)
of the model when d equals the ML value compared to when
d 5 1. Statistical confidence in distinguishing the ML esti-

mate of d from d 5 1 requires estimating the probability of
obtaining the observed difference MSEd51 2 MSEd5dML un-
der the null hypothesis that d 5 1. If the observed value of
the difference MSEd51 2 MSEd5dML falls outside the 95%
interval of values of MSEd51 2 MSEd5dML obtained from
permutation of the data under the assumption that d 5 1,
then d differs from one with 95% confidence. To create a
permutation dataset of values of MSEd51 2 MSEd5dML under
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the assumption that d 5 1, we first fit the model with d 5
1. In GLS mode, this fitting produces residuals that, under
the assumption that d 5 1, are independent in the data space
defined by transforming the data according to the covariance
matrix V of the phylogenetic tree; these residuals are denoted
a in Garland and Ives (2000). We then permuted these re-
siduals equiprobably and back-transformed the permuted val-
ues to create a new permutation dataset (Efron and Tibshirani
1993). The permutation dataset was analyzed in the same
way as the true dataset: the value of the ML estimate of d
was calculated, and the fit of the resulting model was com-
pared to the case of d 5 1 using the difference MSEd51 2
MSEd5dML. By repeating this procedure many times (e.g.,
1000 permutation datasets), we obtained a collection of equi-
probable values of MSEd51 2 MSEd5dML under the assump-
tion that d 5 1. If the observed value of MSEd51 2 MSEd5dML
for the real data falls outside the 95% confidence interval of
the permutation distribution, then we concluded that d ± 1.
Note that because MSEd51 2 MSEd5dML will always be pos-
itive, the 95% confidence interval is one-tailed. The test for
whether g 5 1 under the ACDC transformation is conducted
in an identical way. These calculations are performed in
PHYOUH0d.m and PHYACDCH0g.m. Finally, note that this
procedure can be used to test the statistical significance of
any hypothesized value of d, not just the hypothesis d 5 1,
by setting d to the tested value before constructing the per-
mutation datasets.

EMPIRICAL EXAMPLES OF

BRANCH-LENGTH TRANSFORMATION

As noted above, ML estimation of the OU transformation
parameter, d, for a given set of data on a given candidate
tree is equivalent to testing for the best fitting tree along the
continuum from a star (with contemporaneous tips; d 5 0)
to the original tree (d 5 1) and on to a tree that is even more
hierarchical than the original (d . 1). For the 20 trees with
more than 20 tips (see Appendix 6), the null hypothesis that
d was equal to zero was rejected (P , 0.05) for 89% of the
traits considered (47 of 53). Thus, a star phylogeny usually
could be rejected in favor of a hierarchical tree.

For 10 cases, the estimate of d was significantly greater
than zero but less than one, indicating that the best-fitting
tree is neither the original candidate nor a star, but rather
something intermediate in terms of amount of hierarchical
structure. For 19 of 53 traits on trees with more than 20 tips,
the ML estimate of d was greater than one, and it was sig-
nificantly greater than one in three of these: plasma osmo-
larity of 172 vertebrates (starting branch lengths all 5 1, d
5 1.027, P , 0.001; Garland et al. 1997); log body mass of
75 antelope (divergence time branch lengths, d 5 1.011, P
5 0.001; Brashares et al. 2000); log mass-corrected bill
length of 58 birds (all 5 1, d 5 1.025, P 5 0.049; Székely
et al. 2000). Thus, occasionally a tree more hierarchical than
the original better fit the data.

Similar to estimation of the OU transformation, ML esti-
mates of the ACDC parameter, g, were significantly greater
than zero for 49 of 53 cases (two of the cases that were not
greater than zero were the same as for d, but two were dif-
ferent). Thus, again a star phylogeny usually could be rejected

in favor of a hierarchical tree. (For the trees with all branch
lengths 5 1, estimation of g was sometimes problematic [e.g.,
irregular likelihood surface]; hence, results for such trees
should be interpreted with caution.) For 16 cases, the estimate
of g was significantly greater than zero but less than one.
Figure 8 shows an example for which both d and g were
significantly different from both zero and unity, and for which
the ACDC-transformed tree yielded the best fit to the data
(lowest MSE). For 19 of the 53 cases, g was greater than
one, and five of these were significantly so: plasma osmolarity
of 172 vertebrates (Garland et al. 1997); log female body
mass, log mass-corrected wing length, log mass-corrected bill
length of 58 birds (Székely et al. 2000); log mass-corrected
tail length of 23 anguid lizards (DNA sequence branch
lengths; Wiens and Slingluff 2001).

AGREEMENT BETWEEN RANDOMIZATION AND

BRANCH-LENGTH TRANSFORMATION APPROACHES

TO TESTING FOR PHYLOGENETIC SIGNAL

Over 90% of the traits with sample sizes greater than 20
(49 of 53) showed statistically significant (P , 0.05) phy-
logenetic signal based on our randomization test, and results
of that test were in close accord with estimation of the optimal
d parameter for the OU branch-length transformation. Spe-
cifically, in 46 of the 49 cases that showed significant signal,
d was significantly greater than zero, implying that a star
phylogeny did not adequately fit the data (Appendix 6). Only
three cases showed a (small) discrepancy between the two
test procedures. For the log(male/female) body mass of 101
genera of bats (Nee’s arbitrary branch lengths; data and to-
pology from Hutcheon 2001), signal was not detected (P 5
0.089) but d was greater than zero (P 5 0.031). For log(age
at maturity) (corrected for snout-vent length) of 90 lizards
(all branch lengths 5 1; Clobert et al. 1998), signal was
detected (P 5 0.001) but d was not greater than zero (P 5
0.l61). For log(female home range area) (corrected for body
mass) of 28 macropod marsupials (all branch lengths 5 1;
Fisher and Owens 2000), signal was detected (P 5 0.033)
but d was not greater than zero (P 5 0.184). Estimation of
the optimal ACDC parameter, g, also agreed closely with the
randomization test for phylogenetic signal, as again 46 of 49
cases showed g that were significantly greater than zero. Fur-
thermore, as would be expected, nonsignificant results from
the randomization test were generally associated with low
(close to zero) values for the ML estimate of both d and g.

Given that the optimal value of d is chosen based on the
best fit of the tree to the data, we may expect that in some
cases phylogenetic signal will not be detected with the orig-
inal candidate branch lengths but will be detected after trans-
formation. For trees with more than 20 tips, two such cases
(P switched from . 0.05 to , 0.05) occurred: log(male/
female) body mass of 101 bat genera (Nee’s arbitrary branch
lengths; data from Hutcheon 2001); rhytidome allometric co-
efficient for 32 Pinus spp. (all branch lengths 5 1; Jackson
et al. 1999). A third case was close: log of mass-corrected
group size of 28 macropods (P changed from 0.161 to 0.059;
Fisher and Owens 2000). With the ACDC transformation, the
same two traits showed significant signal after branch-length
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FIG. 8. Example of a real tree (estimated divergence times for 105
species of primates; from Smith and Cheverud 2002) transformed
by the maximum likelihood estimate of the Ornstein-Uhlenbeck
(OU) parameter (d) and of the acceleration-deceleration (ACDC)
parameter (g) to obtain best fit to data on log(male/female) body
mass (a measure of sexual dimorphism). Both parameters differ

←

significantly from zero (both P , 0.001) and from unity (P 5 0.028
and 0.002, respectively); hence, both transformed trees fit the data
better than does either a star phylogeny (no hierarchical structure,
MSE 5 0.0544410) or the original candidate tree (MSE 5
0.030422). Comparison of the MSEs indicates that ACDC-trans-
formed tree (MSE 5 0.0247463) fits the data better than does the
OU-transformed tree (MSE 5 0.0277609).

transformation, as did macropod group size (P changed to
0.036).

DISCUSSION

We have devised a simple randomization test for the pres-
ence of phylogenetic signal in continuous-valued traits. A
survey of published datasets indicates that phylogenetic sig-
nal can be detected (P , 0.05) in most cases, especially for
studies that involve 20 or more species (92%). This result
demonstrates that phylogenetic signal is ubiquitous and pro-
vides empirical justification for the claim that estimates of
mean values for species generally cannot be assumed to rep-
resent independent pieces of information in statistical anal-
yses. We have also developed a descriptive statistic (K) that
can be used to gauge the amount of phylogenetic signal rel-
ative to the amount expected for a character undergoing
Brownian motion evolution along the specified topology and
branch lengths. The literature survey indicates that on average
most traits, other than body size, showed less signal than
expected (i.e., K , 1). Analysis of variance and multiple-
range comparison shows that, as a group, behavioral traits
exhibit significantly lower signal than body size, morpho-
logical, life-history, or physiological traits (all corrected for
body size) and that physiological traits show less signal than
does body size. This result provides evidence consistent with
the long-standing idea that behavior is relatively labile evo-
lutionarily.

An alternative approach to testing for phylogenetic signal
involves comparison of the fit of a series of trees whose
branch lengths vary as dictated by a transformation param-
eter, one extreme of which yields a star phylogeny. Accord-
ingly, we have also studied the behavior of two biologically
motivated branch-length transformations, one based on the
OU model of character evolution and the other based on a
new model of accelerating/decelerating rates of evolution
(ACDC). We have shown how to fit both models to data to
obtain trees that better describe the data (lower MSE in GLS
models or, equivalently, lower variance of phylogenetically
independent contrasts). For trees with 20 or more species,
tests of whether the OU and ACDC transformation param-
eters (d and g, respectively) are significantly greater than zero
(which implies the presence of phylogenetic signal) are con-
sistent with results of the randomization test: when the ran-
domization test detects signal, the estimated d and g are also
greater than zero (a ML estimate that equaled zero or near
zero would imply that a star phylogeny best fit the data).
These two transformations provide different biological per-
spectives from which the degree of phylogenetic signal in
the data can be examined. Application to real datasets in-
dicates that the ACDC model is at least as useful as the OU
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model in terms of obtaining a set of branch lengths that
provides a good fit to data. For trees with more than 20 tips,
the estimated OU (25% of cases) and/or ACDC (40%) trans-
formation parameter differed significantly from both one and
zero, indicating that a tree less (or occasionally more) hier-
archical than the original provided a better fit to the tip data
and so could be preferred for comparative analyses.

Empirical Results: Presence of Phylogenetic Signal and
Transformation of Branch Lengths

Regardless of sample size, our randomization test detected
no traits that showed a significant tendency for relatives not
to resemble each other. In other words, we found no cases
in which relatives were less similar than if placed on the
phylogeny at random (phylogenetic antisignal). Thus, for the
examples that we considered, we found no evidence to sug-
gest the presence of a process such as phylogenywide char-
acter displacement between close relatives. This is not to
suggest that such a process did not occur between or among
some close relatives, just that, if it did occur, its effects were
swamped by the more general tendency for relatives to re-
semble each other.

The fit of any tree to data, regardless of whether its branch
lengths have been transformed, can be compared by the MSE
(under the constraint that the height of all trees have been
scaled so that the determinant of the variance-covariance ma-
trix equals unity; see Appendix 4). Two comparisons are
instructive. First, in how many cases does a star phylogeny
better fit the data than the original candidate tree? Second,
in how many cases does a tree with branch lengths trans-
formed according to the OU or ACDC process better fit the
data than does a star phylogeny? Note that the transformed
tree always must fit the data better than or as well as the
original tree. Also, note that other types of branch-length
transformations could be considered, such as raising the
length of each branch segment to a power or taking the log
(Garland et al. 1992; Dı́az-Uriarte and Garland 1996, 1998;
Reynolds and Lee 1996; Garland and Dı́az-Uriarte 1999) or
employing Pagel’s l (Pagel 1999; Freckleton et al. 2002).

For trees with more than 20 tips, a star phylogeny better
fit the data than did the candidate tree in 12 of 53 cases
(23%). For these trait-tree combinations, one might thus be
tempted to employ conventional statistical analyses in a com-
parative study of, for example, character correlations. How-
ever, in all 12 of those cases, the OU- and/or the ACDC-
transformed tree better fit the data (lower MSE) than did the
star. Hence, for statistical analyses, the transformed tree
would be a better choice. Comparing the transformations, in
25 cases the best fit was obtained by the OU model and in
28 by the ACDC model. Thus, the new ACDC model appears
to be at least as useful as the OU model. For the 53 traits,
ranks of the estimates of d and g were highly correlated
(Spearman’s r 5 0.824, P , 0.001). (Note that the ACDC
transformation is highly nonlinear: very small values can still
imply substantial hierarchical structure.)

Finally, it is important to note that such models as OU or
ACDC may provide improved fit to a set of tip data yet still
be a poor representation of the real evolutionary processes

that have been at work. Thus, inferences about the presence
of OU- or ACDC-like processes should be made with caution.

Empirical Results: Amount of Phylogenetic Signal and
Comparison of Trait Types

A K-value of one indicates that a trait shows exactly the
amount of phylogenetic signal expected under Brownian mo-
tion evolution along the specified tree. For the 24 measures
of adult body size, the mean log10 K was 20.08 with a 95%
confidence interval that included zero (20.20 to 0.03), or
unity on the arithmetic scale. Thus, on average, body size
exhibits neither more nor less phylogenetic signal than ex-
pected under a simple stochastic model of character evolu-
tion. This result is somewhat remarkable, given the various
sources of error that will tend to reduce phylogenetic signal
(see introduction and next paragraph). Most traits, however,
exhibited K less than unity (see Fig. 6), and for all other trait
types the 95% confidence interval excludes zero on the log
scale, indicating that, as a group, they tend to exhibit less
signal than expected (see Fig. 6).

Values of K less than unity may be caused by deviation
from Brownian motion and/or measurement error, and var-
iation in either factor could account for differences in K
among individual traits or among types of traits. One obvious
way that trait evolution may deviate from simple Brownian
motion is if adaptation to a particular environmental factor
occurs in some but not all members of a set of species. A
simple hypothetical example of this is shown in figure 1 of
Blomberg and Garland (2002). Measurement error can come
from three sources: error in the measurement of the tip data,
errors in branch lengths, or errors in tree topology. All three
errors will generally make close relatives appear less similar
than expected under Brownian motion, hence lowering K.
We may expect the tip data to contain substantial measure-
ment error in many of the datasets, given that values are often
based on the measurement of few individuals, many studies
include data taken by different investigators, and many of
them were not based on common-garden studies, so geno-
type-environment interactions may have had unpredictable
effects (see also Garland and Adolph 1991; Garland et al.
1992). The last of these represents an intractable problem for
many comparative studies, especially ones that include a
large range of body sizes and/or kinds of organisms (see also
Garland 2001). For example, one simply cannot employ the
same housing conditions nor feed the same food to a hum-
mingbird and an ostrich. Moreover, many of the behavioral
and ecological traits considered (e.g., home range size) exist
only under natural conditions. Errors in branch lengths may
also be large, especially given that approximately one-third
of the studies that we have analyzed employed arbitrary
branch lengths. Finally, topological errors are almost certain
to exist in trees with relatively large numbers of species.

When analyzed on the original trees (without transfor-
mation of branch lengths), different types of traits showed
significant variation in the amount of phylogenetic signal.
Mean log MSE values ranked as body size . morphology
. life history . physiology . behavior, and a multiple range
comparison indicated that behavioral traits showed signifi-
cantly lower MSE than did all other trait types, and physi-
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ology had lower K than did body size. At least three non-
exclusive hypotheses could explain this result. First, the stud-
ies included in our analysis may be a biased sample, unrep-
resentative of traits in general. As noted in the Results,
however, the behavioral traits are from 10 studies, and those
with particularly low K-values (on the order of 0.1) are from
four different studies. Second, although we do not have direct
information on pure measurement error, we would hypoth-
esize that it is lower for body size and for other morphological
traits (e.g., limb length) than for the other types of traits
considered. At the opposite extreme, behavioral traits are
notorious for being strongly subject to both immediate en-
vironmental effects and acclimation. As well, behavioral
traits measured in the field (e.g., home range size) may show
large seasonal or year-to-year variation.

Third, and most interesting, behavioral traits may be more
evolutionary labile than other types of traits, as has often
been suggested (e.g., Mayr 1963, 1982; Bush 1986; Huey
and Bennett 1987; Plomin 1990; Gittleman et al. 1996a,b).
Many examples are known in which behavioral traits seem
to have evolved further than have some of the underlying
morphological and physiological traits that would facilitate
the behavior, such as in the foraging behavior of some anuran
amphibians (Taigen and Pough 1985, p. 991) or the water
ouzels (dippers), which dive but seem to have few morpho-
logical or physiological specializations that would facilitate
diving ability (Futuyma 1986, p. 257). In other cases, changes
in behavior may alter the selective environment of other traits
and drive their evolution (Plotkin 1988; Wcislo 1989).

Gittleman et al. (1996a,b) used the true R2 and phylogenetic
autocorrelograms (Gittleman and Kot 1990; see next section),
as well as estimates of evolutionary rates in darwins, to com-
pare two morphological traits (brain size, body size), two
life-history traits (gestation length, birth weight), and two
behavioral traits (home range size, group size) across eight
mammalian datasets ranging in size from 11 to 39 species.
They found that the two behavioral traits (especially group
size) generally showed the lowest R2 and the weakest rela-
tionship with phylogeny in autocorrelograms, as well as high-
er estimated evolutionary rates. Morphological traits gener-
ally showed the highest R2, and life-history traits were in-
termediate. Thus, their results are generally consistent with
ours. (Note, however, that they did not correct the other traits
for correlations with body size.) Given the mathematical and
conceptual problems that have come to light with the auto-
correlation method (Rohlf 2001), it would be of interest to
reanalyze their datasets with our methods.

Different results emerge from comparisons among traits
for both consistency indices and retention indices: behavioral
characters showed no more homoplasy than did morpholog-
ical characters (de Queiroz and Wimberger 1993; Wimberger
and de Queiroz 1996). However, as noted by Wimberger and
de Queiroz (1996), the behavioral traits that they considered
were chosen by systematists specifically for potential utility
in reconstructing phylogenetic relationships, and hence do
not necessarily reflect properties of behavior and morphology
in general. Moreover, they studied discrete rather than con-
tinuous-valued traits. Finally, studies of the heritability es-
timates for behavioral, life-history, physiological, and mor-
phological traits show that behavioral and physiological traits

have relatively low heritability, similar to life-history traits,
and much lower than morphological traits (Mousseau and
Roff 1987; Stirling et al. 2002). In principle, low heritabilities
could reduce evolutionary lability, but the heritability esti-
mates for behavioral traits are still generally high enough to
allow rapid response to selection.

Other Approaches to Phylogenetic Signal

A number of previous techniques have been used, either
explicitly or implicitly, to study phylogenetic signal in con-
tinuous-valued characters. Some of these have been used in
attempts to test for phylogenetic inertia (see Blomberg and
Garland 2002). Here, we briefly outline some of the more
prominent methods. Several techniques, based on nested
analysis of variance, have been used to examine the relative
proportion of variance in a trait that can be partitioned among
taxonomic levels (e.g., Stearns 1983; Harvey and Clutton-
Brock 1985; Prinzing et al. 2001; see Harvey and Pagel 1991
for review). We do not consider these methods because tax-
onomic levels are arbitrary and the methods cannot accom-
modate full phylogenetic information (any topology and
branch lengths).

Cheverud et al. (1985) proposed the first fully phylogenetic
method that has been used to gauge the degree of phyloge-
netic burden or inertia in continuous-valued characters. They
modified the tools of spatial autocorrelation and developed
two statistics that might indicate the degree of phylogenetic
signal, the autocorrelation coefficient (r) and the true R2 (see
Garland et al. 1999). Gittleman and Kot (1990) extended the
method by allowing, in effect, for transformation of phylo-
genetic branch lengths; if this parameter is allowed to vary,
then interpretation of r and the true R2 would also be affected.
Gittleman and Kot (1990) also proposed the use of Moran’s
I as another indicator of phylogenetic signal. Subsequently,
Gittleman and coworkers have applied the phylogenetic au-
tocorrelation method to a large number of comparative da-
tasets (e.g., Geffen et al. 1996; Gittleman et al. 1996a,b;
Gittleman and Van Valkenburgh 1997), as have others (e.g.,
Morales 2000; Smith and Cheverud 2002). Unfortunately,
Rohlf (2001) has recently shown that the autocorrelation co-
efficient has not been estimated correctly in previous studies
and, moreover, that the method has several problems that
limit its usefulness in comparative studies. In particular, the
interpretation of r is uncertain because it is not constrained
between 61 and is sometimes considerably less than minus
one. Also, both large positive and large negative values imply
that most trait variation is at the base of the tree, whereas
values closer to zero imply that variation is at the tips of the
tree. Large values of r do not necessarily imply a better fit
of the model to the data. Hence, significance tests of r are
difficult to interpret. The use of the true R2 as a measure of
the variance explained by phylogeny is also problematic be-
cause a high R2-value only signifies trait variation somewhere
on the tree. Finally, the estimation of r does not correspond
to the maximization of R2 (Rohlf 2001).

The other major test for phylogenetic signal in comparative
data (continuous-valued or categorical traits) is by Abouheif
(1999), who uses a test for serial independence, originally
developed by von Neumann et al. (1941) in a nonphyloge-
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netic context. The von Neumann et al. test works by com-
paring the variation in the difference of successive obser-
vations to the sum of squares of the observations. It can be
used to test for serial independence in any dataset, but it
requires some modification for application to phylogenetic
data. Specifically, Abouheif (1999) deals with the problem
that any single tree topology can be represented in 2(n21)

different ways, because branches can be rotated at nodes.
Rotating branches at nodes results in a different ordering of
the data in the dataset and changes the calculation of the
statistic for serial independence. Abouheif’s solution is to
calculate C (the statistic for serial independence) on a large
number of randomly generated trees that maintain the same
relationships among species as the original tree topology. A
mean C-value is then calculated. This process is then used
in a permutation test to generate a null distribution of mean
C-values to use in tests of significance. The main limitation
of Abouheif’s (1999) proposed test is that it does not incor-
porate branch length information. This is problematic because
branch lengths provide important information about expected
species’ similarity that cannot be gained from the topology
alone. In addition, he provides no analysis of Type I or Type
II error rates.

A test similar to our randomization procedure, but for dis-
crete characters, was proposed by Maddison and Slatkin
(1991). They also randomized character values equiprobably
across the tree, but instead of using the variance of phylo-
genetically independent contrasts (or the MSE in GLS mode)
as a measure of fit of the tree to the data, they use the Fitch-
Farris character optimization algorithm to calculate the min-
imum number of character changes necessary on the tree. A
low number of character changes (low Fitch-Farris score),
compared with the distribution of minimum character chang-
es generated by permuting the species on the tree, implies
that the traits show significant historical inertia. The Mad-
dison-Slatkin method in effect assumes that all branch seg-
ments are of equal length.

The quantitative convergence index (QVI) of Ackerly and
Donoghue (1998) can also be interpreted as an indicator of
phylogenetic signal. This statistic is based on linear parsi-
mony algorithms for continuous-valued characters. It is
equivalent to one minus the retention index (Farris 1989) and
measures the degree to which sister taxa are similar (QVI 5
0) or different (i.e., QVI 5 1 when the most distant taxa are
most similar, and thus convergent evolution is maximized).
Randomization methods are used to provide null distributions
for testing the statistical significance of the QVI (see also
Ackerly and Reich 1999; Prinzing et al. 2001).

Another method that partitions phylogenetic effects among
different phylogenetic levels was developed by Legendre et
al. (1994; for an application see Böhning-Gaese and Oberrath
1999). This method relies on the comparison of a matrix of
trait dissimilarities with a matrix of phylogenetic distances.
It can be used to compare different classes of traits, as in the
present paper, but it is not based on any explicit model of
evolution, and it must make implicit assumptions depending
on the way matrices are constructed (Martins and Hansen
1996).

Jablonski (1987) analyzed the cross-species heritabilities
(which might be viewed as a measure of phylogenetic signal)

of geographical range in fossil mollusks. However, his anal-
ysis is unusual in that a detailed fossil record allowed iden-
tification of ancestor (parent)-descendent (offspring) rela-
tionships among species. These conditions are not normally
met with other comparative datasets. Ashton (2001) proposed
a similar test for phylogenetic conservatism, based on the
correlation observed in a bivariate scatterplot of traits values
for sister taxa (with ancestral values computed as simple
averages of the sister taxa). This test did not use information
on phylogenetic branch lengths, however, and its statistical
properties are unknown.

Grafen (1989), who first proposed GLS methods for com-
parative data, also included estimation of a parameter r (not
the same as the like-named autocorrelation coefficient in Git-
tleman and Kot 1990) that served to stretch/compress the
internal nodes of a phylogenetic tree, much like the OU and
ACDC transformations. He did so from the presumed starting
point that only arbitrary branch lengths would be available
and that the topology would contain soft polytomies. He im-
plemented a ML method for estimating an optimal branch-
length transformation, simultaneously with estimating the
form of the relationship between two or more traits in a GLS
model. If, and only if, the starting branch lengths have con-
temporaneous tips, then a r of zero will yield a star phylog-
eny. Thus, estimation of r could be interpreted as providing
a test for phylogenetic signal. However, the branch-length
modifications implied by values of r that differed from unity
were not based on a model of evolution, and Grafen viewed
it simply as a nuisance parameter. Pagel (1999) and Freck-
leton et al. (2002) employed a similar transformation param-
eter (l), also not based on a model of evolution, but they
suggest it can be used to differentiate among various
‘‘modes’’ of evolution. One might conjecture that nonbio-
logically motivated branch-length transformations would
tend to fit real data less well than do their counterparts that
are based on plausible biological models. However, it should
also be noted that many real datasets show clear deviations
from such simple models as OU and ACDC (e.g., absolute
physical limits to character evolution, unequal rates of evo-
lution across lineages [Garland 1992; Garland and Ives 2000],
lineage-specific effects [sensu Arnold 1994]) and many stud-
ies use arbitrary branch lengths as a starting point, so it is
possible that these biologically based transformations would
fare little better than, for example, Grafen’s (1989) r or direct
exponential or logarithmic transformation of each branch seg-
ment (Garland et al. 1992; Dı́az-Uriarte and Garland 1996,
1998; Reynolds and Lee 1996; Garland and Dı́az-Uriarte
1999). This is an empirical question that could be examined
by application of both types of transformations to a large
number of real and simulated datasets (cf. Mooers et al.
1999).

It would, of course, be possible to apply transformations
that represent even more complex models of evolution than
OU and ACDC. Transformations with multiple parameters
(e.g., the ‘‘free’’ model of Mooers et al. 1999) can be prob-
lematic, as the position of the tree in the multiparameter space
must be considered and the meaning of the parameters can
become uncertain (as in the phylogenetic autocorrelation
method, see above). For example, the free model requires
one parameter for each branch length (edge) in the tree (2N
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2 2 parameters for N species in the tree). It is not clear how
to simultaneously interpret all of the parameters in the model.
Furthermore, estimating each branch length from the data can
provide a description of the best set of branch lengths given
the trait data, but does not incorporate any external infor-
mation on branch lengths for the given tree, such as may be
available from molecular or fossil data, although the infor-
mation in the tree topology is used. However, intermediate
transformations—those that affect only a subset of the branch
lengths on the tree—may be very useful. One ad hoc em-
pirical example is by Garland and Ives (2000), who describe
differing rates of evolution in passerine and nonpasserine
birds. They scaled the height of the branches in the passerine
subclade separately from the rest of the tree in an attempt to
enforce the equivalence of contrast variances across the tree
as a whole. Such rescaling can be viewed as an intermediate
transformation between single-parameter transformations,
such as our implementation of OU or ACDC and the free
model of Mooers et al. (1999), in which the number of pa-
rameters is equal to the number of branches in the tree be-
cause the rescaling transformation has a parameter corre-
sponding to the different values of the contrast variances for
passerines and nonpasserines.

Finally, the mixed-effects model of Lynch (1991) can be
used to gauge phylogenetic signal. Analogous to quantitative-
genetic analyses with pedigrees, this method attempts to de-
compose the total phenotypic variance among species (tips
on a phylogeny) into components associated with heritable
versus nonheritable effects. The method is still under devel-
opment and seems to be quite demanding of sample size
(Martins et al. 2002; E. A. Housworth and M. Lynch, pers.
comm.). Discussion of its potential is premature and beyond
the scope of the present paper (see also Blomberg and Garland
2002).

Recommendations for Analysis of Comparative Data

We recommend presentation of the following along with
any univariate analysis of comparative data: (1) the tip data
analyzed; (2) the actual phylogeny (topology and branch
lengths) used for analyses; (3) the expected MSE0/MSE as
an index of how hierarchical the tree is (e.g., see Fig. 5); (4)
the observed MSE0/MSE and the K-statistic, the latter to
allow direct comparisons among trait-tree combinations; (5)
the MSE of the trait(s) on the tree used for analyses and on
a star phylogeny; (6) results of the randomization test for
phylogenetic signal; and (7) results of the traditional diag-
nostic test for adequacy of branch lengths (Pearson corre-
lation [not through origin] of absolute values of standardized
contrasts versus their standard deviations; Garland et al.
1991, 1992), along with comments about any notable outlier
contrasts that may heavily influence the distribution. In ad-
dition, one should check for clade differences in this diag-
nostic plot that may indicate heterogeneity in rate of evo-
lution, and hence the need for more complex branch-length
transformations or statistical analytical models (e.g., see Gar-
land 1992; Garland and Ives 2000).

We view all of the foregoing as essential. Additional im-
portant information depends on what types of branch-length
transformations, if any, have been pursued. Whatever strategy

is followed, a description of the procedures used to arrive at
a final set of branch lengths for analysis should be presented.
If optimal transformations are estimated, such as under the
OU and ACDC models, then one should present the estimated
transformation parameter, the MSE for the trait(s) on the
transformed tree, and the randomization tests for whether d
or g differs significantly from both zero and unity. In addition,
one should generally subtract degrees of freedom during any
subsequent comparative analyses (e.g., independent contrasts
tests for a correlation between two traits) to account for es-
timation of the additional parameters (e.g., see Dı́az-Uriarte
and Garland 1996, 1998; Garland and Dı́az-Uriarte 1999).

The randomization test for phylogenetic signal in combi-
nation with tests of whether d or g are different from zero
allow one to choose objectively the branch lengths for a
comparative analysis, such as by the method of phylogenet-
ically independent contrasts, which is equivalent to GLS
models (see also Freckleton et al. 2002). One possible out-
come is that a star phylogeny fits the data as well as or better
than other sets of branches. For traits with more than 20
species (N 5 53), our empirical survey revealed only one
such case. For the log of mass-corrected maximal metabolic
rates of 47 species of birds (Rezende et al. 2002), estimates
of both the OU and ACDC transformation parameter were
close to zero (1 3 1028 and 1 3 10230, respectively), yielding
a tree that was mathematically indistinguishable from a star
for the OU transform, but that had some small bifurcations
remaining for the ACDC transform. In addition, no significant
phylogenetic signal was detected by the randomization test
on either the original tree (P 5 0.260) or the ACDC-trans-
formed tree (P 5 0.065). Thus, for this trait, a star phylogeny
would be a justifiable choice for statistical analyses. In agree-
ment with our finding of no phylogenetic signal for maximal
metabolic rate, Rezende et al. (2002) found no significant
difference in a phylogenetic ANCOVA comparing passerines
with nonpasserines. For these same birds, however, log(body
mass) showed strong signal (randomization P , 0.001) and
was best fit by the original tree (estimate of d 5 0.99, g 5
2.3; neither significantly different from unity).

Independent contrast analyses of multivariate or multivar-
iable relationships can be performed with different sets of
branch lengths, or different transformations thereof, for dif-
ferent traits (e.g., Bonine and Garland 1999). Because in-
dependent contrasts are a special case of GLS computations
(Rohlf 2001), the latter may also employ different branches
for different traits, although this is often computationally
more awkward than when using independent contrasts (Gar-
land and Ives 2000). An alternative is to use a single set of
branch lengths for analyses that involve multiple traits (e.g.,
bivariate correlation, principal components analysis, Clobert
et al. 1998; multiple regression, see Grafen 1989). The most
appropriate strategy will depend on the assumptions that one
is willing to make about evolution of the traits in the analysis
as well as the assumptions inherent to the statistical model
(e.g., independence and normality in a bivariate relationship,
in multivariate space, for residuals from a regression). As
noted elsewhere, multiple-regression type analyses often in-
clude methodological nuisance variables (such as calculation
method for home range area, length of study; e.g., Wolf et
al. 1998; Perry and Garland 2002) that are clearly nonphy-
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logenetic and so may best be analyzed as if on a star phy-
logeny, which can be done easily with independent contrasts.

For trees with fewer than 20 tips, our simulations indicate
relatively low power to detect phylogenetic signal by the
proposed randomization test (Fig. 2) and also unreliable es-
timation of the OU and ACDC branch-length transformation
parameters (Fig. 7), which can also serve as a test for signal.
Consistent with these simulation results, our empirical survey
found that a star better fit the data, as compared with the
hierarchical tree, for 38 of 68 traits in studies with fewer
than 20 species. Following transformation, the best-fitting
tree was: star, 17; OU, 24; ACDC, 27 (the star was credited
with best fit if the OU or ACDC parameter was estimated as
zero). The fact that a star phylogeny sometimes better fits
the data for trees with relatively few species may be attrib-
utable to the lower possible amount of phylogenetic signal
on smaller trees (Fig. 5) and/or the difficulty in ML estimation
for smaller trees (Fig. 7). For analysis of real data with small
sample sizes, a finding that a star phylogeny better fits the
data than do various hierarchical trees should not be taken
as a directive to apply and favor the results of conventional
statistical analyses. However, one would be well advised to
apply analyses with several sets of branch lengths, whether
arbitrary or based on biological models, and view the exercise
as a sensitivity analysis (e.g., see fig. 2 in Garland et al. 1999;
Butler et al. 2000).

Conclusions and Future Directions

Our empirical survey indicates that phylogenetic signal is
pervasive in cross-species datasets, even for some behavioral
traits that are expected to be evolutionarily malleable (e.g.,
highly adaptive) and/or quite subject to nongenetic environ-
mental effects, such as home range size and group size (see
also Prinzing et al. [2001] on niche position of plants). This
result reinforces the importance of phylogenetically based
statistical methods for analyses of comparative datasets. Our
results also emphasize the importance of exploring branch-
length transformations, whether biologically motivated or
not. An important area for future research will be determin-
ing, for a wide range of evolutionary models, which types
of transformations are most effective and robust with respect
to the performance of subsequent statistical analyses, such
as testing for correlated character evolution (e.g., Grafen
1989; Martins and Garland 1991; Pagel 1994, 1999; Purvis
et al. 1994; Dı́az-Uriarte and Garland 1996, 1998; Price 1997;
Harvey and Rambaut 1998, 2000; Garland and Dı́az-Uriarte
1999; Martins et al. 2002). Another important topic is how
the various diagnostics that have been suggested previously
for choosing branch-length transformations from a purely
statistical perspective (Grafen 1989; Garland et al. 1991,
1992; Dı́az-Uriarte and Garland 1996, 1998; Reynolds and
Lee 1996; Garland and Dı́az-Uriarte 1999; Harvey and Ram-
baut 2000) relate to the alternate optimality criterion of min-
imizing the MSE, as used here and by others who have im-
plemented GLS approaches. Either kind of optimality cri-
terion could be used to choose from within families of either
statistically or biologically motivated branch-length trans-
formations, but this has not yet been pursued. Our preliminary
analyses, both analytical and empirical (results not shown),

indicate that the traditional diagnostic test for adequacy of
branch lengths (Pearson correlation [not through origin] of
absolute values of standardized contrasts versus their stan-
dard deviations: Garland et al. 1991, 1992) often suggests
the same tree as does the criterion of minimum MSE.

Although the OU and ACDC transformations may cover
a fairly broad range of what might be termed ‘‘well-behaved’’
evolutionary models (see also Garland et al. 1993; Hansen
and Martins 1996; Butler et al. 2000; Martins et al. 2002),
they are clearly too simple for many real traits, such as those
exhibiting strong lineage-specific effects (e.g., plasma os-
molarity of vertebrates, Garland et al. 1997), clade differ-
ences in rates of evolution (Garland 1992; Barbosa 1993;
Clobert et al. 1998; Barbosa and Moreno 1999; Garland and
Ives 2000), or absolute limits to evolution (see Garland et
al. 1993). Such cases will often exhibit problems of esti-
mation that may be detected by inspection of a plot of the
MSE versus the parameter value, as is provided in our
MatLab programs (see also comments in Grafen 1989). When
an irregular likelihood surface is noted, or when a more com-
plicated evolutionary model is suspected, our randomization
test is probably much more robust for simply detecting the
presence of phylogenetic signal as compared with testing
whether d or g differs significantly from zero. Our K-statistic
is a useful descriptor of the amount of phylogenetic signal
for any trait on any tree, regardless of how complicated its
evolution may have been, but values much larger or smaller
than unity do not offer any insight as to how evolution may
have deviated from Brownian motion (even if we assume that
measurement errors are negligible). Another way to detect
complicated trait evolution is by inspection of, for example,
bivariate scatterplots of traits versus body mass, both for raw
data and for phylogenetically independent contrasts, includ-
ing raw-data plots that are coded by major lineage (to detect
grade shifts) and/or that have phylogenetically correct allo-
metric lines superimposed (see also Garland et al. 1993; Ack-
erly and Donoghue 1998; Ackerly 1999; Ackerly and Reich
1999; Garland and Ives 2000; Nunn and Barton 2000; Gar-
land 2001). Insight to adaptive radiation may also be gained
by comparing the amount of signal (or the rate of evolution:
Garland 1992; Garland and Ives 2000) present in different
subclades. For example, a low amount of signal or high rate
of evolution suggests that the clade in question may possess
a key innovation. Of course, a single such clade represents
only an anecdote, and the attribution of key innovations is
exceedingly difficult if not logically impossible in the ab-
sence of replicate lineages that show both the putative key
innovation and a high rate of evolution (e.g., see Losos and
Miles 2002).

The tools employed in this paper should be applied to a
much wider range of comparative datasets. Our preliminary
results are encouraging in that they reveal differences in the
amount of phylogenetic signal (as indicated by our K-statis-
tic) among different types of traits. Consistent with some
previous work (Gittleman et al. 1996a,b), we find that be-
havioral traits tend to show less phylogenetic signal than do
other types of traits. Another topic of interest would be to
explore the effects of using various types of real and/or ar-
bitrary branch lengths, plus branch-length transformations,
on comparisons of the amount of signal across trait types
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(see also Mooers et al. 1999). For example, if a consistent
set of branch lengths were imposed for all trees and traits,
with or without the use of branch-length transformations,
would we still find differences in phylogenetic signal across
trait types?

Neither the descriptive statistic (K) nor the tests for phy-
logenetic signal (randomization; estimates of d and g vs. zero)
attempt to take into account effects of adaptation (e.g., see
fig. 1 in Blomberg and Garland 2002). In comparative studies,
the usual way of inferring adaptation is by correlating char-
acter variation with continuous-valued or categorical descrip-
tors of environmental factors that are thought to indicate
variation in selective regime. Thus, it will be important to
develop methods that can reliably estimate correlations of
characters with environmental variables while simultaneous-
ly estimating the degree of phylogenetic signal. Such methods
can be problematic in practice because variation in selective
regime may itself be confounded with phylogenetic position;
that is, the environmental predictor variables may themselves
exhibit phylogenetic signal. Such confounding can lead to
problems of both estimation and interpretation, similar to
quantitative-genetic studies in which genotypes and environ-
ments are confounded. Also important for such attempts will
be explicit incorporation of information on measurement er-
ror of various types. Such a comprehensive and practical
method does not yet exist, but steps are being made in that
direction (e.g., see Gittleman and Kot 1990, p. 231; Lynch
1991; Butler et al. 2000; Cornillon et al. 2000; Baum and
Donoghue 2001; Housworth and Martins 2001; Orzack and
Sober 2001; Martins et al. 2002; Y. Desdevises, P. Legendre,
L. Azouzi, and S. Morand, pers. comm.). The effect of such
simultaneous-inference procedures on the apparent amount
of phylogenetic signal in traits is difficult to predict.
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APPENDIX 1
List of computer programs in MatLab (and one in Xlisp-Stat). These are available on request from TG.

PHYSIG.DOC Documentation as Microsoft Word file.
PHYSIG.M Test for phylogenetic signal by randomization test; computes K and other MSE statistics. Allows trans-

formation of tree prior to analyses, by user-specified value of OU or ACDC parameter.
Uses ACDC.m, ACDCDetNE1.m, mse0ratio.m, mseStarratio.m, OU.m, OUDetNE1.m, PHYSIGfunct.m,

and scalebydet.m, which must be in the same folder as PHYSIG.M.
PHYSIGOU.M Maximum likelihood estimate of OU transformation parameter (d), randomization test for whether d

differs significantly from zero, MSE statistics.
Uses GetMSEOUfunct.m, mseratio.m, PHYSIGfunct.m, PHYSIGOUfunct.m, scalebydet.m, and toler-

ance.m.
PHYSIGACDC.M Maximum likelihood estimate of ACDC parameter (g), randomization test for whether g differs signifi-

cantly from zero, MSE statistics.
Uses GetMSEACDCfunct.m, mseratio.m, PHYSIGACDCfunct.m, PHYSIGfunct.m, scalebydet.m, and

tolerance.m.
PHYOUH0d.M Tests null hypothesis that d 5 user-specified value (typically 1), via a randomization test.

Uses GetMSEOUfunct.m, OU.m, PHYSIGfunct.m, PHYSIGOUfunct.m, and tolerance.m.
PHYACDCH0g.M Tests null hypothesis that g 5 a user-specified value (typical 1), via a randomization test.

Uses ACDC.m, GetMSEACDCH0gfunct.m, PHYSIGACDCfunct.m, and PHYSIGfunct.m.
PHYSIGER.M Analyzes simulated data from PDSIMUL.EXE of the PDAP package to calculate Type I or Type II

error rates of the randomization test that is implemented by PHYSIG.M.
Uses PHYSIGfunct.m.

PHYSIGDG.M Analyzes simulated data from PDSIMUL.EXE to estimate d and g, as well as computation of MSE sta-
tistics.

Uses mseratio.m, PHYSIGACDCfunct.m, PHYSIGfunct.m, and PHYSIGOUfunct.m.
REGRESSION.M Computes GLS (multiple) regressions.
TREECONV.LSP Converts phylogenetic variance-covariance matrix to bracket format phylogenetic tree and vice versa.

Particularly useful for visualizing results of OU and ACDC transformations (e.g., see Figs. 1, 8).
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APPENDIX 2
Ornstein-Uhlenbeck Process

Suppose the evolution of a continuous trait x follows the discrete-
time OU process

x(t) 5 dx(t 2 1) 1 g(t), (A1)

where the time step 1 is arbitrary but is small compared to the time
between speciation events. The parameter d measures the central
tendency of the OU process, with a random walk occurring when
d 5 1 and d 5 0 corresponding to a very strong attraction to the
mean of zero. The random variable g(t) has mean zero and variance

, and represents evolutionary change per unit time. Starting at2sg

x(0), the value of x after t time steps is

x(t) 5 dx(t 2 1) 1 g (t)

5 d[dx(t 2 2) 1 g (t 2 1)] 1 g (t)
t t21 t225 d x(0) 1 d g (1) 1 d g (2) 1 · · · 1 dg (t 2 1) 1 g (t).

(A2)

Because g(t) are all independent and identically distributed with
variance , the variance in x(t) is2sg

2t1 2 d2t 2V{x(t)} 5 d V{x(0)} 1 s . (A3)g21 2 d

This equation can be used to find the variance-covariance patterns
for an OU process. Let the node-to-tip branch length for species i
be ti, and let tij denote the shared branch length between tips i and
j. Because the base-to-tip branch length for species i is tij 1 ti, the
variance in Xi is

V{X } 5 V{x(t 1 t )}i i j i

2(t 1t )ij i1 2 d2(t 1t ) 2ij i5 d V{x(0)} 1 s g21 2 d
2(t 1t )ij i1 2 d 25 s . (A4)g21 2 d

Here, we have set the variance of the trait at the base of the tree,
V{x(0)}, equal to zero, because the basal ancestral species is the
fixed starting point of the phylogeny.

To calculate covariances between trait values for species at the
tips of the phylogeny, let Xij denote the value of a trait at the first
common ancestor of species at tips i and j, and let DXi and DXj
denote the changes in trait value between this node and tips i and
j. Then the covariance between the trait values at tips i and j, Xi
and Xj, is

cov{X , X } 5 E{(X 1 DX )(X 1 DX )}i j i j i i j j

5 V{X } 1 E{DX X } 1 E{DX X }i j i i j j i j

1 E{DX DX }. (A5)i j

In the case of Brownian motion evolution, the change in trait value
from the value at the common node to the value at the tip is in-
dependent of the value at the common node; that is, the covariance
between Xij and DXi is zero. Also under Brownian motion evolution,
DXi and DXj are independent. Therefore, in the above expression
E{DXiXij} 5 E{DXjXij} 5 E{DXiDXj} 5 0. However, when evolution
follows an OU process, these random variables are not independent.
To illustrate this, suppose Xij is a relatively large value, so the
common ancestor of species i and j is far from the OU optimum
of zero. Then the subsequent evolution of both species from this
value is more likely to move toward the optimal value. Thus, Xij
and DXi will be negatively correlated, whereas DXi and DXj will be
positively correlated.

To calculate E{DXiXij}, from by equation (A2) DXi can be written

DX 5 2X 1 Xi ij i

t t215 2X 1 d X 1 d g (t 1 1) 1 · · · 1 g (t 1 t ).i j i j i j i j i

(A6)

Therefore,

tiE{DX X } 5 (d 2 1)V{X }.i ij ij (A7)

It follows in a similar manner that
t 1t t ti j i jE{DX DX } 5 (d 2 d 2 d 1 1)V{X }.i j ij (A8)

Combining by equations (A4), by (A5), by (A7), and by (A8) yields

2t ij1 2 d
t 1t 2i jcov{X , X } 5 d s . (A9)i j g21 2 d

The simulation of an OU process by PDSIMUL (Garland et al.
1993) is qualitatively similar to the process described above and
leads to the same covariance structure of tip trait values. Further-
more, this derivation is similar to that in Hansen and Martins (1996),
although they assume that at the time of speciation the OU process
resets, so that the optimal trait value is the value of the common
ancestor of the two lineages (see the appendix in Hansen 1997;
Butler et al. 2000). In contrast, we assume that the optimal trait
value of the OU process is the same for all species in the phylogeny.

APPENDIX 3
ACDC Process

Suppose the evolution of a continuous trait x follows the discrete-
time variable-rate process

x(t) 5 x(t 2 1) 1 g(t), (A10)

where the time step 1 is arbitrary but is small compared to the time
between speciation. The variance of g(t) (i.e., the rate of evolution)
changes through time, with

2 2tV{g(t)} 5 s g .g (A11)

Here, is the variance of g(0) at the base of the phylogenetic tree,2sg

and g measures the rate at which evolution changes through time.
If g is less than one, then evolution becomes more rapid with time,
whereas g greater than one implies a slowing of evolution. Note
that we assume the change in the rate of evolution changes with
the absolute time since the initial phylogenetic split at the basal
node. Therefore, at any point in time the rate of evolutionary change
is the same for every lineage.

Starting at x(0), the value of x after t time steps is
t

x(t) 5 x(0) 1 g (s). (A12)O
s51

Because g(s) are all independent with variances given by by equa-
tion (A11), the variance in x(t) is

t
2 2sV{x(t)} 5 V{x(0)} 1 s gO g

s51

2t1 2 g25 V{x(0)} 1 s . (A13)g 211 2 g

This equation can be used to find the variance-covariance patterns
for the ACDC evolutionary process. Let the node-to-tip branch
length for species i be ti, and let tij denote the shared branch length
between tips i and j. Because the base-to-tip branch length for
species i is tij 1 ti, the variance in Xi is

2(t 1t )i ij1 2 g 2V{X } 5 s . (A14)i g211 2 g

Here, we have set the variance of the trait at the base of the tree,
V{x(0)}, equal to zero, because the basal ancestral species is the
fixed starting point of the phylogeny. To calculate covariances be-
tween trait values for species at the tips of the phylogeny, let Xij
denote the value of a trait at the first common ancestor of species
at tips i and j, and let DXi and DXj denote the changes in trait value
between this node and tips i and j. In contrast to the OU process,
Xij, DXi, and DXj are all independent. Therefore, from equation
(A14),

2t ij1 2 g 2cov{X , X } 5 V{X } 5 s . (A15)i j i j g211 2 g
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APPENDIX 4

Maximum Likelihood Estimation

The procedure we use for estimating a parameter u in a branch-
length transform (i.e., d in the OU and g in the ACDC transforms)
is based on ML. Let V(u) 5 s2(u)C(u) be the covariance matrix of
the phylogenetic tree given by a transform with parameter u, where
the matrix C(u) governs the covariance structure of V(u), and s2(u)
scales the rate of evolutionary divergence of traits. For any value
u, the estimate of a trait x at the basal node, â(u), that is, the
phylogenetically based sample mean, is

21 21 21â(u) 5 [19 C(u) 1] [19 C(u) X], (A16)

where 1 denotes the vectors of ones of length N, where N is the
number of tips on the phylogenetic tree. The ML estimate of u is
the value that minimizes the negative log-likelihood function

N 1
2log L 5 log(2p) 1 log[zC(u)z]

2 2
1

211 [X 2 â(u)]C(u) [X 2 â(u)]. (A17)
2

The corresponding estimate for s2(u) is given by the MSE (Garland
and Ives 2000):

2 21ŝ (u) 5 [X 2 â(u)]9 C(u) [X 2 â(u)]/(N 2 1). (A18)

An instructive alternative formula for calculating the ML estimate
of u involves rescaling the matrix C(u) by its determinant to give

C(u)
C̃(u) 5 . (A19)

det[C(u)]

For this rescaling, the negative log-likelihood function is minimized
by minimizing

21˜MSE(u) 5 (X 2 â)9 C(u) (X 2 â)/(N 2 1). (A20)

Thus, the ML estimate of u gives the minimum MSE for the suite
of matrices C̃(u) that have determinant equaling one. by Equation
(A20) is known as the estimated generalized least-squares (EGLS)
estimator of u (Judge et al. 1985). Thus, the ML and EGLS estimates
of u are the same.

APPENDIX 5

Estimation with Phylogenetically Independent Contrasts

In addition to estimating a parameter u in a branch-length trans-
form (i.e., d in the OU and g in the ACDC transforms) using ML
(Appendix 4), it is possible to use the independent contrasts (IC)
approach. Here we show that the ML estimate of u is the value that
minimizes the variances of the standardized contrasts and the phy-

logenetically based mean in IC, subject to a constraint placed on
the average value of the branch lengths.

For a phylogenetic tree with N tip species, let G(u) be the (N 2
1) 3 N matrix such that DX(u) 5 G(u)X are standardized contrasts.
Matrix G(u) is the same as the matrix C derived in Rohlf (2001)
and should not to be confused with the definition of C we are using
as giving the covariance structure of matrix V, that is, V(u) 5
s2(u)C(u). By construction, the standardized contrasts are indepen-
dent and have variance equal to one. Therefore, DX(u)DX9(u) 5 IN21,
the (N 2 1) 3 (N 2 1) identity matrix. Following Rohlf (2001):

DX(u)DX9(u) 5 G(u)X[G(u)X]9 5 G(u)XX9G9(u)

5 G(u)C(u)G9(u). (A21)

This shows that G(u)C(u)G9(u) 5 IN21. With this we can write
equation (A18) as

2 21ŝ (u) 5 [X 2 â(u)]9C(u) [X 2 â(u)]/(N 2 1)

5 [X 2 â(u)]9G9(u)G(u)[X 2 â(u)]/(N 2 1)

5 DX9(u)DX(u)/(N 2 1). (A22)

From Appendix 4, the estimated general least-squares estimator
of u is obtained by minimizing by equation (A17) subject to the
constraint that det[C(u)] is constant. It is possible to show that

N219 9n (u)n (u)1 1921 9 9det[C(u)] 5 [n (u) 1 n (u)], (A23)P i i9[ ]9 9n (u) 1 n (u) i511 19

where (u) and (u) are the corrected branch lengths above thev9 v91 19

basal node, and (u) and (u) are the corrected branch lengthsv9 v9i i9
above node i (i.e., (u) 1 (u) is the sum of branch lengths sep-v9 v9i i9
arating two species whose most recent common ancestor is at node
i). From by equation (A20), the EGLS estimator of u is

[X(u) 2 â(u)]
21˜MSE(u) 5 [X(u) 2 â(u)]C(u)

(N 2 1)
211 {[X(u) 2 â(u)]9C(u) [X(u) 2 â(u)]}

5
21det[C(u)] (N 2 1)

91 DX(u) DX(u)
5 . (A24)

21/2 21/25 6 5 6N 2 1 det[C(u)] det[C(u)]

Thus, the EGLS (and hence the ML) estimate of u is the value that
minimizes the mean sum of squares of the independent contrasts
divided by the square root of the quantity

N219 9n n1 19 9 9(n 1 n ). (A25)P i i91 29 9n 1 n i511 19
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APPENDIX 6
Descriptive statistics and tests for phylogenetic signal for 121 traits from 35 phylogenies. Trait type: S, body size; P, physiology; B,
behavior; L, life history; M, morphology; E, ecology. P signal is from randomization test; d and g are, respectively, estimated Ornstein-
Uhlenbeck model and acceleration-deceleration (ACDC) model transformation parameters. P-values of exactly 0 actually indicate P ,
0.001; a indicates not reliable because of sensitivity to starting values or other numerical problems; b indicates not relevant because d
5 0 or g is virtually 0 or because they are . 1. SVL, snout-vent length. FOG, fast oxidative glycolytic; FG, fast glycolytic.

Organism Trait
Branch
lengths

Tree
no.

Trait
type N

P
signal d

P
d 5 0

P
d 5 1

Birds
Birds
Vertebrates
Lizards
Lizards

log body mass
log basal metabolic rate (mass corrected)
plasma osmolarity
log SVL
log home range (SVL corrected)

DNA hyb
DNA hyb
all 5 1
Grafen
Grafen

1
1
2
3
3

S
P
P
S
B

254
254
172
108
108

0
0
0
0
0

0.996
0.835
1.027
0.967
0.878

0
0
0
0
0

0.525
0
0
0.005
0

Primates
Primates
Bats
Bats
Lizards

log female body mass
log(male/female body mass)
log female body mass
log (male/female body mass)
log SVL

time
time
Nee
Nee
all 5 1

4
4
5
5
6

S
L
S
L
S

105
105
101
101

90

0
0
0
0.089
0

1.001
0.961
0.925
0.304
1.008

0
0
0
0.031
0

0.625
0.028
0.08
0
0.428

Lizards
Lizards
Lizards
Lizards
Lizards

log age at maturity (SVL corrected)
log clutch size (SVL corrected)
log brood frequency (SVL corrected)
log mortality (SVL corrected)
log fecundity (SVL corrected)

all 5 1
all 5 1
all 5 1
all 5 1
all 5 1

6
6
6
6
6

L
L
L
L
L

90
90
90
90
90

0.001
0
0
0
0.008

0.015
1.037
0.900
1.001
0.024

0.161
0
0.003
0.001
0.014

0.017
0.175
0.205
0.223
0

Antelope
Antelope
Carnivora
Shore birds
Shore birds

log body mass
log group size (mass corrected)
log prey size (mass corrected)
log female body mass
log (male/female body mass)

time
time
time
all 5 1
all 5 1

7
7
8
9
9

S
B
B
S
L

75
75
59
58
58

0
0
0.02
0
0

1.011
0.955
0.856
1.018
0.878

0
0
0.01
0
0.004

0.001
0.016
0.001
0.179
0.121

Shore birds
Shore birds
Anseriformes
Anseriformes
Carnivora

log female wing length (mass corrected)
log female bill length (mass corrected)
log brain size (mass corrected)
log body mass
log female body mass

all 5 1
all 5 1
Pagel
Pagel
time

9
9

10
10
11

M
M
M
S
S

58
58
55
55
52

0
0
0
0
0

1.020
1.025
0.969
0.829
0.980

0
0
0.017
0.017
0

0.145
0.049
0.581
0.065
0.053

Carnivora
Carnivora
Carnivora
Carnivora,

ungulates

log litter size
log gestation length (mass corrected)
seasonality
log body mass

time
time
time
time

11
11
11
12

L
L
E
S

52
52
52
49

0
0
0.027
0

0.972
0.994
0.686
0.991

0
0
0.001
0

0.07
0.533
0
0.635

Carnivora,
ungulates

log home range (mass corrected) time 12 B 49 0 0.827 0 0.135

Carnivora,
ungulates

Carnivora,
ungulates

Carnivora,
ungulates

log sprint speed

metatarsal/femur ratio

log hindleg length (mass corrected)

time

time

time

12

12

12

P

M

M

49

49

49

0

0

0

1.006

1.005

0.956

0

0

0

0.456

0.711

0.011

Birds
Birds

log body mass
log maximum metabolic rate (mass corrected)

DNA hyb
DNA hyb

13
13

S
P

47
47

0
0.26

0.994
1.0 3

1028

0
0.402

0.095
0

Carnivora
Pinus
Pinus
Primates

Primates

log daily movement distance (mass corrected)
predicted allometric rank
rhytidome allometric coefficient
log body mass

log testis mass (mass corrected)

time
all 5 1
all 5 1
time

time

14
15
15
16

16

B
M
M
S

M

41
32
32
29

29

0.02
0.008
0.09
0

0

0.242
0.782
0.616
1.002

0.955

0.074
0.005
0.072
0

0

0
0.266
0.11
0.79

0.11

Macropod
marsupials

Macropod
marsupials

Macropod
marsupials

Macropod
marsupials

Macropod
marsupials

log female body mass

log (male/female body mass) (mass corrected)

log female home range (mass corrected)

log density (mass corrected)

log rainfall (mass corrected)

all 5 1

all 5 1

all 5 1

all 5 1

all 5 1

17

17

17

17

17

S

L

B

B

E

28

28

28

28

28

0

0

0.033

0.005

0.009

1.033

1.033

0.684

1.014

0.895

0

0

0.184

0.015

0.014

0.439

0.407

0.773

0.757

0.466

Macropod
marsupials

Bats
Bats
Hystricognath

rodents

log group size (mass corrected)

log body mass
log basal metabolic rate (mass corrected)
log body mass

all 5 1

Pagel
Pagel
Pagel

17

18
18
19

B

S
P
S

28

27
27
26

0.161

0
0
0

0.617

0.975
0.867
1.033

0.064

0.004
0.002
0

0.037

0.28

0.51

Hystricognath
rodents

log group size Pagel 19 B 26 0.015 0.744 0.022 0.112

Hystricognath
rodents

plant cover (not transformed) Pagel 19 B 26 0 1.046 0 0.194

Anguidae log SVL DNA seq 20 S 23 0 1.043 0 0.333
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g
P

g 5 0
P

g 5 1

Expected
MSE0/
MSE

Observed
MSE0/
MSE K

MSE
star

MSE
candidate

MSE
OU

MSE
ACDC Source

1.449
0.001

590.0
7.6 3 1026

1.4 3 1029

0
0
0
0
0

0.7
0
0.015
0.011
0

3.54
3.54
4.62

10.2
10.2

5.89
1.26
5.29
2.02
1.16

1.66
0.36
1.14
0.20
0.11

0.8165
0.0174

48695
1.8495
0.8043

0.1592
0.0184

19056
0.9470
0.6976

0.1585
0.0123

16307
0.7000
0.4809

0.1588
0.0141

10044
0.7643
0.4976

Reynolds and Lee 1996
Reynolds and Lee 1996
Garland et al. 1997
Perry and Garland 2002
Perry and Garland 2002

3.271
0.001
0.141
7.0 3 1025

2.541

0
0
0
0.039
0

0.415
0.002
0
0
0.278

6.96
6.96
2.04
2.04
2.77

10.79
2.19
1.42
0.78
1.98

1.549
0.315
0.69
0.38
0.71

2.358
0.0544
0.2231
0.0041
0.0589

0.3074
0.0304
0.1579
0.0055
0.0322

0.3042
0.0278
0.1519
0.0041
0.0322

0.3029
0.0247
0.1524
0.0040
0.0316

Smith and Cheverud 2002
Smith and Cheverud 2002
Hutcheon 2001
Hutcheon 2001
Clobert et al. 1998

0.000
5.563
1.193
1.433
0.000

b
0
0
0
b

b
0.07
0.97
0.7
b

2.77
2.77
2.77
2.77
2.77

0.93
1.40
1.09
1.22
0.94

0.34
0.51
0.39
0.44
0.34

0.0573
0.0927
0.0973
0.0555
0.1064

0.0619
0.0664
0.0935
0.0480
0.1222

0.0571
0.0646
0.0907
0.0480
0.1024

0.0573
0.0635
0.0934
0.0479
0.1064

Clobert et al. 1998
Clobert et al. 1998
Clobert et al. 1998
Clobert et al. 1998
Clobert et al. 1998

0.934
0.019
2.8 3 10220

9.154
0.285

0
0
0.024
0
0

0.94
0.09
0
0.001
0.017

4.37
4.37
7.34
3.85
3.85

5.39
2.17
0.67
2.89
1.51

1.23
0.50
0.09
0.75
0.39

0.3134
0.1646
0.6602
0.1891
0.0053

0.0641
0.0790
1.1602
0.1262
0.0048

0.0559
0.0682
0.6285
0.1216
0.0044

0.0641
0.0722
0.6254
0.1127
0.0045

Brashares et al. 2000
Brashares et al. 2000
Harris and Steudel 1997
Székely et al. 2000
Székely et al. 2000

17.94
14.87

0.002
0.151
0.091

0
0
0
0
0

0
0
0
0.325
0.23

3.85
3.85
2.86
2.86
3.65

1.84
8.55
1.12
2.35
2.84

0.48
2.22
0.39
0.82
0.78

0.0068
0.0375
0.0032
0.1290
1.1062

0.0037
0.0235
0.0029
0.0599
0.4053

0.0035
0.0216
0.0027
0.0591
0.3626

0.0030
0.0191
0.0024
0.0575
0.3830

Székely et al. 2000
Székely et al. 2000
Iwaniuk and Nelson 2001
Iwaniuk and Nelson 2001
Ferguson and Lariviere 2002

0.056
1.052
2.3 3 10219

0
0
0.037

0.185
0.983
0

3.65
3.65
3.65

2.50
5.39
0.62

0.68
1.48
0.17

0.0848
0.0722
0.0855

0.0342
0.0134
0.1473

0.0256
0.0129
0.0754

0.0314
0.0134
0.0810

Ferguson and Lariviere 2002
Ferguson and Lariviere 2002
Ferguson and Lariviere 2002

0.327

0.008

0

0

0.37

0.015

3.72

3.72

2.13

2.17

0.57

0.58

0.5040

0.8480

0.2415

0.6490

0.2397

0.6086

0.2372

0.5618

Garland et al. 1993

Garland et al. 1993

0.200

0.659

0.054

0

0

0

0.283

0.842

0.054

3.72

3.72

3.72

2.14

5.08

1.89

0.57

1.37

0.51

0.0288

0.0989

18.03

0.0151

0.0230

10.95

0.0148

0.0227

9.45

0.0147

0.0230

9.96

Garland and Janis 1993

Garland and Janis 1993

Garland and Janis 1993

2.324
1.0 3 10230

0
0.16

0.585
0

2.67
2.67

4.48
0.49

1.68
0.18

0.3104
0.0039

0.1198
0.0080

0.1064
0.0039

0.1181
0.0038

Rezende et al. 2002
Rezende et al. 2002

2.2 3 10212

0.011
0.029
2.125

0.001

0.038
0
0.027
0

0

0
0.02
0.01
0.547

0.002

6.07
2.11
2.11
3.52

3.52

0.68
1.26
1.29
5.35

1.34

0.11
0.60
0.61
1.52

0.38

0.1582
4.1573
0.0136
0.3723

0.1254

0.2323
3.9951
0.0164
0.1052

0.1052

0.1556
3.3533
0.0131
0.1049

0.0860

0.1453
2.9175
0.0130
0.1036

0.0714

Harris and Steudel 1997
Jackson et al. 1999
Jackson et al. 1999
Harcourt et al. 1981; Harvey and

Harcourt 1984; Purvis 1995
Harcourt et al. 1981; Harvey and

Harcourt 1984; Purvis 1995
2.931

1.898

0.133

2.050

0.420

0

0

0.039

0.022

0.053

0.392

0.645

0.545

0.491

0.418

2.59

2.59

2.59

2.59

2.59

10.44

9.47

1.32

1.68

2.84

4.03

3.65

0.51

0.65

1.10

0.1894

0.2265

0.3825

0.2400

0.1071

0.0676

0.0794

0.3984

0.2182

0.0981

0.0650

0.0765

0.3767

0.2176

0.0954

0.0650

0.0783

0.3677

0.2148

0.0958

Fisher and Owens 2000

Fisher and Owens 2000

Fisher and Owens 2000

Fisher and Owens 2000

Fisher and Owens 2000

0.012

0.061
0.017

0.046

0
0.002

0.058

0.165
0.095

2.59

2.10
2.10

0.82

1.41
1.24

0.32

0.67
0.59

0.0544

0.0805
0.0097

0.0668

0.0572
0.0086

0.0513

0.0567
0.0081

0.0451

0.0532
0.0076

Fisher and Owens 2000

Cruz-Neto et al. 2001
Cruz-Neto et al. 2001

1.200

0.007

0

0.01

0.934

0.045

1.85

1.85

1.91

1.00

1.03

0.54

0.4819

0.1791

0.2790

0.1824

0.2731

0.1592

0.2789

0.1476

Ebensperger and Cofre 2001

Ebensperger and Cofre 2001

2.902 0 0.605 1.85 2.33 1.26 4.4435 1.9136 1.8005 1.8870 Ebensperger and Cofre 2001

0.452 0 0.26 1.75 1.81 1.03 0.0379 0.0210 0.0203 0.0208 Wiens and Slingluff 2001
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APPENDIX 6. Continued.

Organism Trait
Branch
lengths

Tree
no.

Trait
type N

P
signal d

P
d 5 0

P
d 5 1

Anguidae
Maples
Maples

log tail length (mass corrected)
mature height
seed size

DNA seq
DNA seq
DNA seq

20
21
21

M
S
L

23
17
17

0
0.691
0.275

1.034
0.000
0.231

0
b
0.129

0.51

Maples
Maples
Maples
Maples
Maples

leaf 1 petiole length
inflorescence 1 peduncle length
petiole length
twig-cross-sectional area
inflorescence length

DNA seq
DNA seq
DNA seq
DNA seq
DNA seq

21
21
21
21
21

M
M
M
M
M

17
17
17
17
17

0.217
0.123
0.915
0.192
0.005

0.450
0.668
0.000
0.334
0.753

0.021
0.027
b
0.05
0.003

Maples
Maples
Maples
Maples
Maples

leaf pairs per shoot
individual leaf area
shoot leaf area
bifurcation angle
leader dominance

DNA seq
DNA seq
DNA seq
DNA seq
DNA seq

21
21
21
21
21

M
M
M
M
M

17
17
17
17
17

0.041
0.559
0.379
0.001
0

1.060
0.204
0.140
1.005
0.923

a
0.105
0.11
0
0.001

Shore birds
Shore birds
Drosophila
Drosophila
Drosophila

femur length
stride frequency
shill-coma temperature
latitude
wing length

time
time
DNA seq
DNA seq
DNA seq

22
22
23
23
23

M
P
P
E
M

16
16
15
15
15

0.002
0.032
0.457
0.023
0.409

1.013
1.028
0.000
0.877
0.000

0.016
0.061
b
0.037
b

Fundulus fish
Fundulus fish
Fundulus fish
Salamanders
Salamanders

mean annual temperature
Gapdh enzyme activity
Tpi enzyme activity
C-value
regenerative growth rate

speciations
speciations
speciations
time
time

24
24
24
25
25

E
P
P
P
P

15
15
15
15
15

0.258
0.006
0
0
0.092

0.029
1.057
1.045
1.030
0.000

0.395
0
0
0
b

Salamanders
Anolis
Anolis
Anolis

differentiation rate
log body mass
log hindleg length (mass corrected)
log sprint speed (mass corrected)

time
time
time
time

25
26
26
26

P
S
M
P

15
14
14
14

0.006
0.049
0.164
0.121

0.995
0.840
0.000
0.000

0.001
0.063
b
b

Swallows
Swallows
Swallows
Swallows
Skinks

log mean colony size
nestling period
log body mass
wing web swelling nestlings
preferred body temperature

Grafen
Grafen
Grafen
Grafen
time

27
27
27
27
28

B
L
S
P
B

13
13
13
13
12

0.372
0.726
0.346
0.208
0

0.000
0.000
0.000
0.499
1.005

b
b
b
0.094
0.001

Skinks
Skinks
Skinks
Finches
Drosophilia

optimal temperature for sprinting
critical thermal minimum
critical thermal maximum
wing length
dry body mass

time
time
time
time
time

28
28
28
29
30

P
P
P
M
S

12
12
12
11
11

0.167
0.005
0
0.325
0.085

0.000
0.964
1.008
0.000
0.903

b
0.021
0
b
0.168

Drosophila
Drosophila
Drosophila
Phrynosomatidae
Phrynosomatidae

relative testis mass
sperm length
sperm number
proportion of FOG fibers
proportion of FG fibers

time
time
time
Pagel
Pagel

30
30
30
31
31

M
M
P
M
M

11
11
11
11
11

0.027
0.135
0.463
0.002
0

1.109
1.089
0.000
1.092
1.130

0.031
0.211
b
0
0

Phrynosomatidae
Phrynosomatidae

Phrynosomatidae
Phrynosomatidae
Phrynosomatidae

log forelimb span (mass corrected)
log thigh muscle cross-sectional area

(mass corrected)
log hindlimb span (mass corrected)
log body mass
log SVL (mass corrected)

Pagel
Pagel

Pagel
Pagel
Pagel

31
31

31
31
31

M
M

M
S
M

11
11

11
11
11

0.362
0.012

0.044
0.316
0.017

0.000
0.954

0.864
0.000
0.905

b
0.118

0.079
b
0.064

Tithonia
Tithonia
Tithonia
Tithonia
Tithonia

seed size
flower size
leaf size
head size
flowers per head

all 5 1
all 5 1
all 5 1
all 5 1
all 5 1

32
32
32
32
32

L
M
M
M
M

11
11
11
11
11

0.011
0.328
0.595
0.607
0.015

0.827
0.000
0.236
0.163
0.803

0.022
b
0.287
0.337
0.017

Tithonia
Tithonia
Tithonia
Tithonia
Tithonia

seeds per head
seedling height
growth rate
germination time
establishment

all 5 1
all 5 1
all 5 1
all 5 1
all 5 1

32
32
32
32
32

L
L
P
P
L

11
11
11
11
11

0.115
0.022
0.15
0.507
0.664

0.000
1.131
1.121
0.000
0.149

b
0.031
0.205
b
0.079

Tithonia
Tithonia
Tithonia
Tithonia
Cyclura

viability
germination
resource allocation
adult height
total display duration

all 5 1
all 5 1
all 5 1
all 5 1
DNA seq

32
32
32
32
33

L
L
L
S
B

11
11
11
11

9

0.018
0.741
0
0.652
0.419

0.880
0.162
1.129
0.000
0.000

0.041
0.316
0
b
b

Cyclura
Cyclura
Cyclura
Cyclura

head bob duration
pause duration
number of bouts
number of bobs

DNA seq
DNA seq
DNA seq
DNA seq

33
33
33
33

B
B
B
B

9
9
9
9

0.925
0.253
0.098
0.036

0.000
0.000
1.017
0.998

b
b
0.112
0.061

Procyonidae

Phasianidae
Phasianidae

log body mass

log body mass
log wingbeat frequency (mass corrected)

time

time
time

34

35
35

S

S
P

6

4
4

0.057 0.998

0.511
0.912

0.073

0.358
0.189
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APPENDIX 6. Continued, extended.

g
P

g 5 0
P

g 5 1

Expected
MSE0/
MSE

Observed
MSE0/
MSE K

MSE
star

MSE
candidate

MSE
OU

MSE
ACDC Source

128.1
0.877
0.059

0
0.819
0.091

0 1.75
1.89
1.89

2.32
0.72
0.76

1.33
0.38
0.40

0.0327
0.2167
0.5657

0.0153
0.3501
0.7462

0.0146
0.2167
0.5411

0.0121
0.3499
0.5630

Wiens and Slingluff 2001
Ackerly and Donoghue 1998
Ackerly and Donoghue 1998

0.070
0.012
1.0 3 10230

1.0 3 10230

0.152

0.066
0.015
0.131
0.118
0.002

1.89
1.89
1.89
1.89
1.89

0.81
1.06
0.54
0.84
1.51

0.43
0.56
0.29
0.44
0.80

0.1520
0.1231
0.3120
0.5724
0.3482

0.1929
0.1428
0.5805
0.7001
0.2792

0.1269
0.1023
0.3120
0.5120
0.2106

0.1415
0.0889
0.5270
0.5724
0.2330

Ackerly and Donoghue 1998
Ackerly and Donoghue 1998
Ackerly and Donoghue 1998
Ackerly and Donoghue 1998
Ackerly and Donoghue 1998

33.877
1.0 3 10230

1.0 3 10230

2.247
0.950

0.169
0.078
0.196
0
0.001

1.89
1.89
1.89
1.89
1.89

1.09
0.67
0.71
2.75
2.76

0.57
0.35
0.38
1.45
1.46

0.5639
0.5788
0.8997

152.85
0.0181

0.5826
0.8886
1.2623

72.79
0.0085

0.5149
0.5501
0.8637

72.78
0.0082

0.4225
0.5788
0.8997

70.93
0.0085

Ackerly and Donoghue 1998
Ackerly and Donoghue 1998
Ackerly and Donoghue 1998
Ackerly and Donoghue 1998
Ackerly and Donoghue 1998

0.021
0.006
0.000
0.145
0.000

0.002
0.074
a
0.163
a

1.71
1.71
1.61
1.61
1.61

1.38
1.01
0.67
1.17
0.65

0.81
0.59
0.42
0.73
0.40

73.29
0.2523
1.8108

297.29
571.85

56.30
0.2490
2.9523

282.65
887.01

55.58
0.2382
1.8108

269.69
571.85

52.37
0.2264
1.8108

268.66
571.85

Barbosa and Moreno 1999
Barbosa and Moreno 1999
Gibert and Huey 2001
Gibert and Huey 2001
Gibert and Huey 2001

0.000
2.965
8.536
4.285
1.1 3 1024

a
0.057
0.006
0
0.063

2.71
2.71
2.71
1.68
1.68

0.88
2.00
2.85
2.05
0.87

0.32
0.74
1.05
1.22
0.52

30.94
52.48

11986
98.361
2.7641

43.13
34.26

4436
48.403
3.2169

30.40
18.89

3892
41.853
2.7641

30.94
33.87

4045
47.594
2.4550

Pierce and Crawford 1997
Pierce and Crawford 1997
Pierce and Crawford 1997
Sessions and Larson 1987
Sessions and Larson 1987

0.027
0.028
0.003
0.001

0.006
0.091
0.116
0.155

1.68
1.58
1.58
1.58

1.52
1.45
0.91
1.16

0.90
0.92
0.58
0.74

2.9627
0.2028
0.0016
0.0014

2.3101
0.2041
0.0017
0.0016

2.3079
0.1931
0.0016
0.0014

2.1449
0.1912
0.0014
0.0014

Sessions and Larson 1987
Losos 1990
Losos 1990
Losos 1990

2.6 3 10218

1.0 3 10230

1.0 3 10230

1.0 3 10230

0.007

0.492
0.466
0.377
0.437
0.001

2.05
2.05
2.05
2.05
4.95

0.53
0.43
0.59
0.67
2.24

0.26
0.21
0.29
0.33
0.45

1.0016
0.0016
0.0119
0.0575

20.318

1.8975
0.0039
0.0208
0.0879

10.184

1.0016
0.0016
0.0119
0.0560
9.446

1.0049
0.0016
0.0119
0.0575
8.667

Møller et al. 2001
Møller et al. 2001
Møller et al. 2001
Møller et al. 2001
Garland et al. 1991

8.8 3 10218

1.1 3 1025

0.006
1.4 3 10221

0.184

0.109
0.008
0
0.434
0.127

4.95
4.95
4.95
1.48
1.14

0.50
1.22
2.55
0.71
1.12

0.10
0.25
0.51
0.48
0.98

3.8282
10.752
5.7239

18.840
21177

8.3739
10.041
2.3777

27.784
20210

3.8282
9.123

1.6605
18.840

19929

3.5663
6.775

2.0410
18.839

19807

Garland et al. 1991
Garland et al. 1991
Garland et al. 1991
Schluter et al. 1997
Pitnick 1996

1.381
0.077
1.4 3 10221

41.18
3353

0.027
0.175
0.51
0
0

1.14
1.14
1.14
1.30
1.30

1.31
1.04
0.76
2.12
2.57

1.15
0.91
0.66
1.63
1.98

8.7720
276.5

957654
0.0190
0.0255

6.7291
269.2

1263129
0.0090
0.0099

3.5356
247.8

957654
0.0078
0.0041

6.7244
264.2

957661
0.0068
0.0035

Pitnick 1996
Pitnick 1996
Pitnick 1996
Bonine et al. 2001
Bonine et al. 2001

0.001
0.686

0.117
0.001
0.290

0.999
0.01

0.035
0.999
0.031

1.30
1.30

1.30
1.30
1.30

0.73
1.60

1.11
0.74
1.27

0.56
1.23

0.86
0.57
0.98

0.0008
0.0208

0.0041
0.1527
0.0010

0.0011
0.0130

0.0037
0.2079
0.0008

0.0008
0.0128

0.0035
0.1527
0.0008

0.0008
0.0130

0.0035
0.1551
0.0008

Bonine et al. 2001
Bonine et al. 2001

Bonine et al. 2001
Bonine et al. 2001
Bonine et al. 2001

0.315
4.620
0.003
0.007
0.101

0.032
0.717
0.304
0.435
0.027

1.48
1.48
1.48
1.48
1.48

1.80
0.87
0.71
0.70
1.52

1.22
0.59
0.48
0.47
1.03

1.5708
3.0719

1443
0.4981

614.8

1.1589
3.9850

2092
0.7189

506.7

1.0524
3.0719

1393
0.4846

477.2

1.0938
3.7020

1194
0.4366

434.7

Morales 2000
Morales 2000
Morales 2000
Morales 2000
Morales 2000

0.707
0.000
7.738
0.219
0.000

0.366
0.057
0.229
0.681
0.099

1.48
1.48
1.48
1.48
1.48

1.56
1.44
0.92
0.92
0.76

1.05
0.97
0.62
0.63
0.51

385.7
16.22
0.0212

30.88
337.1

412.3
13.65
0.0234
4.04

522.8

385.7
11.85
0.0206

30.88
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8.12
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41.83
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Morales 2000
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Morales 2000
Morales 2000
Morales 2000

0.001
0.000
1.263

13.60
0.003

0.004
0.123
0.001
0.737
0.977

1.48
1.48
1.48
1.48
1.64

1.88
0.73
3.18
0.78
0.53

1.27
0.49
2.15
0.53
0.32

919.2
589.8

1293.9
1.6085
0.9251

660.0
938.5
487.7

2.4524
1.9218

636.2
577.4
317.7

1.6085
0.9251

475.4
301.3
487.5

2.0733
1.4589

Morales 2000
Morales 2000
Morales 2000
Morales 2000
Martins and Lamont 1998

0.001
0.266
0.017
0.000

0.999
0.939
0.037
0.065

1.64
1.64
1.64
1.64

0.14
0.73
1.20
1.30

0.08
0.44
0.73
0.79

0.0826
0.0500
0.6622
4.9866

0.5956
0.0684
0.6394
3.8667

0.0826
0.0500
0.6161
3.8661

0.3992
0.0668
0.5308
3.0159

Martins and Lamont 1998
Martins and Lamont 1998
Martins and Lamont 1998
Martins and Lamont 1998

0.004

0.012
0.634

0.064

0.521
0.158

3.68

1.02
1.02

2.59

0.91
1.18

0.70

0.89
1.15

0.1013

0.3611
0.0017

0.0462

0.4068
0.0015

0.0295

0.3550
0.0015

0.0323

0.3587
0.0015
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Tobalske and Dial 2000


