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One-way ANOVA

k = number of groups

ni = sample size of the ith sample

n∗ = combined sample size

ȳi = sample mean of the ith sample
¯̄y = grand mean

si = sample SD of the ith sample

SS(between) =
k∑
i=1

ni(ȳi − ¯̄y)2

SS(within) =
k∑
i=1

(ni − 1)s2
i

SS(total) =
k∑
i=1

ni∑
j=1

(yij − ¯̄y)2

df(between) = k − 1

df(within) = n∗ − k
df(total) = n∗ − 1

MS(between) = SS(between)/df(between)

MS(within) = SS(within)/df(within)

F = MS(between)/MS(within)

σ̂ =
√

MS(within)

Correlation Coefficient

r =
1

n− 1

n∑
i=1

(
xi − x̄
sx

)(
yi − ȳ
sy

)
=

∑
(xi − x̄)(yi − ȳ)√∑

(xi − x̄)2
∑

(yi − ȳ)2

Simple Linear Regression

fitted line Y = b0 + b1X

slope b1 =
∑

(xi − x̄)(yi − ȳ)∑
(xi − x̄)2

b1 = r
sy
sx

intercept b0 = ȳ − b1x̄
fitted value ŷi = b0 + b1xi
residual yi − ŷi
residual sum of squares SS(resid) =

∑
(yi − ŷi)2

SS(resid) = (n− 1)(1− r2)s2
y

residual SD sY |X =

√
SS(resid)
n− 2

sY |X =

√
n− 1
n− 2

√
1− r2sy

SE(b1) SE(b1) =
sY |X√∑
(xi − x̄)2

SE(b1) =

√
1− r2

n− 2
sy
sx

confidence interval b1 ± t∗SE(b1)

hypothesis test t =
b1

SE(b1)
= r

√
n− 2
1− r2
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