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ABSTRACT

Convergence properties of the polynomial algorithm for
density estimation are determined for densities f satisfying f(m)egilj.

It is shown that

Elf(X) i %n,m(x)[z et O(n-(Zm-Z/p)/(ZmH-le))

where f_ m(x) is the estimate of f(x) based on n independent

3
observations from the density f. This result was previously known for
p=2 and p ==, By applying a theorem of Farrell, it is shown that

this rate is the best obtainable for the class of f's satisfying

@ Irp
[[ [f(m)(u)]pdu < M.



Let t], tos vens t, be the order statistics from a random
sample of size n from a population with unknown density f(x). We are
interested in estimating the density f(x). Let Fn(x) be n/(n+l) times
the sample cumulative distribution function, and let kn << n be an appropriately
chosen sequence depending on n. An estimate for f(x) may be obtained
by interpolating F, at tikn’ ; i S P SO [EEJ by a smooth function,

~
call it ’Eﬁ, and letting the density estimate fn be given by

We call this class of methods "order statistic methods". The only examples
of this method that we know of in the literature are [3] and Van Ryzin's

histogram method [2], of which [3] is a generalization. The method described in

[3] uses local polynomial interpolation and is as follows:

Suppose f possess m-1 continuous derivatives and
f(m)ﬁlﬂp(-w,m), for some integer p > 1. (f s then said to be in the

' Sobolev space wém)). Let & be the greatest integer in (n-])/kn. Let
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where Fn m(x) is defined as follows:



For m=1,

Fn(t(i+1)kn)'Fn(tikn)

s s j= :
,tik x<t(_i+-|)kn’ 1 2,3,---,2’ ]-
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Foqlx) = F (t; )+ x
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For m22, let F (x), i=1, 2, ...,2-m-1, be the mth degree polynomial

n,m,i

which interpolates to Fn(x) at the mt1 points x = tikn’ t(1+])kn, vy
A

Ty . For xe[t,, s tyrs ), define F_ (x) to coincide with

A(1+m)kn ' (1+1)kn (1+2)kr| n,m

Fn,m,i(x)’ i=1,2, ... 2-m-1.

In [3], convergence properties of this algorithm are studied for
p=2 and p ==, More precisely, the following theorem concerning the
mean square convergence of f_ m(x.) to f(x) 1is proved in [3].

1
Theorem 1.

Let f(u) < A, all wu, let f(u) >2 for u 1in a neighborhood
of x, let |u(1 - F(u))| and |uF(u)] be bounded respectively for

u>x and u < x. Let feMém). Let ?n m(x) be given by (1) with Ky

given by
1/(2m+1-2/p)
k. [__1_2_ g} (n+1) (2m-2/p)/ (2m+1-2/p)
(2m-ﬁ)
where
il

This theorem is the content of Theorems 1 and 2 of [3].
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The purpose of this communication is to demonstrate the truth of
Theorem 1 for p=1, 3, 4, ..., and to apply a theorem of Farrell to show

that the rate of convergence of (2) is the best obtainable for the

(m)

estimation of a density at a point for fewp
The proof of Theorem 1 in [3] relies on the analysis of the

so-called bias and variance parts of the error. Letting F(x) = [f(u)du,

=00

the variance part is due t othe error comitted in approximating F(t. ik )
1k

1k s n+1 i
approx1mat1ng f(x) using only values of F(t1.k ). The bias part of the
n

by F (t: The bias part is then due to the error comitted 1n
error for the density estimate of (1) is studied in [3] as follows:

For any given numbers xg < X; < ... <X, let zv(x) =

ﬂv(x; Xgs Xqs weo xm) be the mth degree polynomial with Qv(xu) =

Su g WV S 0, 1, ...,m. Then the mth degree polynomial F(x) inter-
]

polating to F(x) at Xgs Xqs +ees X is given by

m
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For xa[xo, xm], let f(x) = = F(x),

X X,

. moy g

tix) = Zo T b,tx) | flE)dE = Z ax LX) I f(g)dg .
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The following theorem is given in [3].
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Theorem 2. Let feWém) for p = 2. Then

. ; 2/
£(x) - F(x)|* < a(m) (fm[f(m)(u)]p) i Gt 2P, e Ts = T 2
X
0

xe[xq>x 11, m > 3.

(3)

Theorem 2 is immediately extended to p =1, 3, 4, ... by

replacing the Cauchy-Schwartz inequality in (3.9) of [3] by a HOlder

inequality with 2 replaced by p. Theorem 1 then follows for p=1, 3, 4, ...

from Theorem 2 by following the steps in [3] exactly, simply replacing 2 by
p in (3) whenever it occurrs.
To show that the rate of (2) is the best obtainable, we will apply

a theorem of Farrell. f is said to be in Farrell's class Ckn 1

1. f(v) continuous, v=0, 1, ... k

2. there exists a polynomial s of degree k  such that, for all
%y |E(R) - s(XY] ¢ 2(k!)"] xK A%y

where, for our purposes we take n(x) = kx' for some positive constants

K ang 1. (See [1] p. 172).

We show that feWém) implies feC_ 4 " with n(x) = Kx*,

t = 2-1/p, K a constant given below. This follows upon taking
Ml Gl o
s(x) = } £ 7/(0)=y, since, with -+
v=0 Ly P
on Taylors formula with remainder,

= 1, using a Holder inequality

O1—

2]
Theorem 3 of [3].
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= 2-1/p
o 1/p
= ——{(m 1)q+1)'Uq / If(m)(u)lpdu ] .
We will now apply the following
Theorem 3. (Farrell, [1], Thm. 1.1). Suppose {an, n>1} is
a sequence of non-negative real numbers such that
1im inf  inf Pf(lyn(t1, tos vees tn)l - f(0)] < an) = ] (4)
nre feCo %

with n(x) = Kx(z'}/p), (and where Ty is an estimate of f(0) based on
t1, tzg s ey tn)- Then

1im inf n(2m-2/p)/(2m+1-2/p)a§ =, (5)
n=co

Let Y = |Yn(t1’ tos oes tn) - f(0)| and let
= (2m-2/p)/(2m+1-2/p). By Tchebycheff's inequality,



EYZ
P(Y, < an) AR ok
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n
Thus, if EYﬁ = bnO(n'¢) for any sequence bn tending to 0, then,
upon taking By ® O(n'¢/2), we have that (4) is satisfied but (5) is
not. Thus, no sequence of estimates of f(0) with a better convergence
rate than that of (2) can be found, for fswgm).
We have also recently succeeded in showing, for the case
m=1, p=2, that if we replace F_ 1(x) of (1) by an appropriate
cubic polynomial spline of interpolation to Fn(x) at t;, i=1, 2, ...
n
n

EF(x) - F, (0|7 = 0(n™®) .

Cubic polynomial spline interpolation should prove to be a highly practical

method. These results will appear separately.



References

[1] Farrell, R. H. (1972). On the best ebtainable asymptotic rates
of convergence in estimation of a density function at a point.
Ann. Math. Statist. 43, 1.

[2] Van Ryzin, J. (1970). On a histogram method of density estimation.
University of Wisconsin, Department of Statistics Technical
Report #226.

[3] Wahba, Grace. (1971). A polynomial algorithm for density estimation.
Ann. Math. Statist., 42, 6.




Security Classification

DOCUMENT CONTROL DATA -R&D

. (Securlty E"lﬂlﬁ!""’lﬂ of titls, body of abstract and indexing annotation must be entered when the overall report is clasgified)
1. ORIGINATING ACTIVITY (Corporate author)

2a, REPORT SECURITY CLASSIFICATION
Department of Statistics Unclassified

University of Wisconsin % SROUP
Madison, Wisconsin 53706

3. REPORT TITLE

A POLYNOMIAL ALGORITHM FOR DENSITY ESTIMATION

4. DESCRIPTIVE NOTES (Type of report and inclusive dates)
Scientific Interim

5. AUTHORI(S) (First name, middie initial, last name)

Grace Wahba

6. REPORT DATE 78, TOT AL NO. OF PAGES 7b. NO. OF REFS
November 1972 8 3
Ba. CONTRACT OR GRANT NO. 9a. ORIGINATOR’S REPORT NUMBERIS)

AFOSR-72-2363

b. PROJECT NO.

Technical Report No. 315

9b. OTHER REPORT NOIS) (Any other numbers that may be assigned
this report)

C.

d.

10. DISTRIBUTION STATEMENT

This document has been approved for public release and sale; its distribution is
unlimited. :

11, SUPPLEMENTARY NOTES 12. SPONSORING MILITARY ACTIVITY

Air Force Office of Scientific Research
1400 Wilson Boulevard

Arlington, Virginia

13. ABSTRACT

Convergence properties of the polynomial algorithm for density estimation
are determined for densities f satisfying f(m)eéfp. It is shown that

EIf(X) 2 $n’m(x)l2 = O(n-(Zm-pr)/(ZmH—Z/p))

M=y 24 wes

BE s 2y s

A

where f_ m(x) is the estimate of f(x) based on n independent observations
3

from the density f. This result was previously known for p =2 and p = =,
By applying a theorem of Farrell, it is shown that this rate is the best obtainable
for the class of f's satisfying

| 1/p
[} [f(m)(u)]pdu} <M.

DD o144 73

Security Classification



Security Classification

KEY WORDS

LINK A

LINK B

LINK C

ROLE

WT

ROLE WT

ROLE WT

Security Classification




