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F
orm

u
lation

 of 2-class S
V

M
, from

W
ah

b
a’s

lectu
re:



T
he S

V
M

 cost has tw
o term

s

--
hinge loss:  sum

 of
h(τ

i ) =
 (1-

τ
i )+

w
here τ

=
 y f(t)

--
penalty:  λ||w

|| 2
in the linear case

H
istorically this is m

otivated by consideration 
of geom

etric m
argin in the separable case. 

Y
. L

in show
ed the expected value of the hinge loss

is m
inim

ized by the B
ayes rule.

H
ow

ever, it is fruitful to try other form
s of the

loss and the penalty term
s.





W
h

at w
e really care ab

ou
t is th

e 

tru
e error rate =

 (1/2)E
(1-sign

(y f(t)) )

T
h

e h
in

ge loss is an
 con

vex u
p

p
er b

ou
n

d
 of th

e

train
in

g error =
 (1/2)Σ

(1-sign
(y

i f(ti ) )

W
h

at if w
e rep

lace th
e h

in
ge loss b

y th
e 

train
in

g error?



D
ifficulties w

ith training error loss

•
S

caling problem
: sign(y f(t) ) is unchanged 

if w
e m

ultiply f(t)  by a positive constant. 
T

his pushes the solution tow
ards zero.

•
N

on-convexity: optim
ization is difficult.



ψ
-learn

in
g:   use ψ

dc (τ) =
 ψ

1 (τ) –
ψ

2 (τ) instead of (1-sign(τ))
S

hen, T
seng, Z

hang, W
ong (2003, JA

S
A

)





ψ(yi f(xi ))



ψ(yi f(xi ))



T
heory

•
E

(ψ
dc (y f(x) ) is also m

inim
ized by the

B
ayes

classifier.

•
C

onvergence rate in term
s of excess true 

error rate is available. It depends on the 
entropy and approxim

ation rate of the sieve 
decision set space, the continuity property 
of the class densities, etc.

•
T

he rate is typically faster than the rate of 
the S

V
M

.



C
om

putation

•
C

ost =
 S

1
–

S
2

•
S

1 =
 λ||w

|| 2
+

 Σ
ψ

1 (y
i f(x

i ) )

•
S

2 =
 Σ
ψ

2 (y
i f(x

i ) )

•
T

hus, cost is a D
C

 function. T
he pow

erful 
D

ifference of C
onvex A

lgorithm
 (D

C
A

, A
n 

and T
ao, 1997) to handle the optim

ization. 
(S

hen
et al, draft.)



C
om

m
ents on M

S
V

M
It is very nice that the M

S
V

M
 cost 

targets the right function.
It w

ill be useful to also establish its relation to the 
training error rate. Is it an upper bound (as in the 2 
class case)? T

h
e ch

allen
ge in

 m
u

lti-category 
p

rob
lem

s lies p
artly ou

r in
ab

ility to d
esign

 a 
loss th

at ap
p

roxim
ate th

e error cou
n

tin
g 

fu
n

ction
.



O
ther issues

•
S

tability of S
V

M
 in high dim

ension, sm
all 

sam
ple cases

•
M

odel selection and variable selection 
problem

s

R
esam

pling
are often useful for these

problem
s.


