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Many scientific data sets have only similarity/dissimilarity information between objects or subjects of interest - including BLAST scores as a measure of pairwise similarity between proteins, genetic distance between persons in pedigrees, or between genetic marker data between study objects (plants, animals, persons), nodes in a network, and so forth. We review three papers [1] [2] [3] that utilize dissimilarity information in statistical modeling. Then we review the amazing paper [4] which investigates the joint distribution of a \( p + q \)-dimensional probability distribution \( F_{p+q} \) whose support is contained in Euclidean \( p + q \) space and provides a principled way of testing the null hypothesis that it can be factored into \( F_p F_q \), that is, the first \( p \) components are independent of the last \( q \) components. The results are completely nonparametric, in that there are essentially no limitations on the specific form of the distribution(s). If there is a sample of size \( n \) from the joint distribution, the test statistic is a function of the \( \binom{n}{2} \) pairwise (Euclidean) distances between all pairs of observations. Some work in progress with Jing Kong and others study adapting the method of [4] to examine correlations in certain situations when the pairwise observational information is not originally Euclidean.
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