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Discussion 5

2.1.3

Suppose that i.i.d. X1, · · · , Xn are i.i.d random variables following (1)β(α1, α2) (2)Γ(p, λ)
(3) Weibull distribution with density θaxa−1exp(−θxa) (4)Pareto distribution with density
θaθ/xθ+1(θ > 2). Find the method of moments estimates of parameters based on the first
two moments. Hint: Summary of Γ distribution and its derivatives:

• X ∼ β(α1, α2), E(Xk) = Γ(α1+α2)Γ(α1+k)
Γ(α1)Γ(α1+α2+k) .

• X ∼ Γ(p, λ) with density λpxp−1exp(−λx)/Γ(p), E(Xk) = Γ(p+k)
Γ(p)λk .

• X ∼Weibull(a, θ), EXk = Γ(1 + k/a)θ−k/a.

• X ∼ Pareto(a, θ), EXk = θak/(θ − k) for k < θ.

2.1.5

Let X1, · · · , Xn be the indicators of n Bernoulli trails with probability of success θ. Define
ψ : Rn × (0, 1)→ R by

ψ(X1, · · · , Xn, θ) =
S

θ
− n− S

1− θ
where S =

∑
Xi. Find V as defined by (2.1.3)

V (θ0, θ) = Eθ0ψ(X, θ)

and show that θ0 is the unique solution of V (θ, θ0) = 0. Find estimating equation estimate of
θ0.

2.2.16(b)

1. Let P = {Pθ : θ ∈ Θ},Θ ⊂ Rp, p ≥ 1, be a family of models for X ∈ X ⊂ Rd. Let q be a
map from Θ onto Ω,Ω ⊂ Rk, 1 ≤ k ≤ p. Show that if θ̂ is an MLE of θ, then q(θ̂) is an
MLE of ω = q(θ).

2. Suppose X1, · · · , Xn are i.i.d. sampled from normal distribution N(µ, σ2). Find MLE for
parameters.

3. If X1, · · · , Xn are i.i.d. sampled from log-normal distributions LN(µ, σ2) with density
exp{−(log x− µ)2/σ2}/(

√
2πσx). Find the MLE for the mean, exp{µ+ σ2/2}.
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