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Discussion 8

5.3.8

Let X1, · · · , Xn1 be i.i.d. F and Y1, · · · , Yn2 be i.i.d. G, and suppose the X’s and Y ’s are
independent.

1. Show that if F and G are N(µ1, σ
2
1) and N(µ2, σ

2
2), respectively, then the LR test of

H : σ2
1 = σ2

2 versus K : σ2
1 6= σ2

2 is based on the statistic s21/s
2
2, where s21 = (n1 −

1)−1
∑n1

i=1(Xi − X̄)2,s22 = (n2 − 1)−1
∑n2

i=1(Yi − Ȳ )2.

2. Show that when F and G are normal as in part (a), then (s21/σ
2
1)/(s22/σ

2
2) has an Fk,m

distribution with k = n1 − 1 and m = n2 − 1.

3. Now suppose that F and G are not necessarily normal but that

G ∈ G =
{
F

(
· − a
b

)
: a ∈ R, b > 0

}
and that 0 < Var(X2

1 ) <∞. Show that if m = λk for some λ > 0 and

ck,m = 1 +

√
κ(k +m)
km

z1−α, κ = Var[(X1 − µ1)/σ1]2, µ1 = E(X1), σ2
1 = Var(X1).

Then, under H : Var(X1) = Var(Y1), P (s21/s
2
2 ≤ ck,m)→ 1− α as k →∞.

4. Let ĉk,m be ck,m with κ replaced by its method of moments estimate. Show that under
assumptions of part(c), if 0 < EX8

1 <∞, PH(s21/s
2
2 ≤ ĉk,m)→ 1− α as k →∞.

5.3.17

Suppose X1, · · · , Xn are independent, each with Hardy-Weinberg frequency function f given by

x 0 1 2
f(x) θ2 2θ(1− θ) (1− θ)2

where 0 < θ < 1.

1. Find an approximation to P [X̄ ≤ t] in terms of θ and t.

2. Find an approximation to P [
√
X̄ ≤ t] in terms of θ and t.

3. What is approximate distribution of
√
n(X̄ − µ) + X̄2, where µ = E(X1)?
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